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ABSTRACT

In distributed environments, Reputation Management Systems (RMSs) aim to estimate agents’ trustworthiness by exploiting different sources of information. The distributed nature of these systems makes them vulnerable to several types of security attacks, and the response provided by a specific RMS depends on various factors, such as the algorithms adopted for estimating the reputation values and the communication protocols used to enable the cooperation among agents. This work examines the most important security attacks against RMSs and proposes a set of metrics for a quantitative evaluation of the RMS vulnerabilities. A parallel simulation framework is used to automatically give a vulnerability score to a RMS according to the computed metrics. Experiments performed on a case-study RMS show the effectiveness of the metrics we defined, and the convenience of using a simulation environment to support the design of a secure RMS.
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1. INTRODUCTION

Several distributed services, such as peer-to-peer applications [19], Service Oriented Architectures [16, 5], and e-Commerce frameworks [9], rely on Reputation Management Systems (RMSs) in order to estimate the behavior of unknown agents.

The role of RMSs is particularly relevant if the benefit perceived by the agents that constitute the distributed system depends on the cooperativeness of other agents, so that a non-cooperative behavior may cause a detriment for the whole community.

In a distributed RMS, a central authority is missing and a common value of reputation is produced by all the agents according to several sources of information, such as their direct experience or information provided by other agents. Such systems allow to avoid the presence of a single point of failure, that can represent also a performance bottleneck, and provide a well scalable solution.

Nevertheless, the distributed nature of such systems makes them vulnerable to several types of security attacks, performed by isolated or colluding malicious agents that aim to obtain an advantage over other agents, or to abuse system resources. The response provided by a specific RMS to an attack depends on various factors, such as the algorithms adopted to estimate the reputation values and the communication protocols used to enable the cooperation among agents.

In this work we propose a set of metrics for evaluating the vulnerability of a RMS to different attacks, so as to understand the effect of different design choices on the RMS’s performance. Moreover, a parallel simulation framework has been designed to allow researchers to easily specify the behavior of their RMS, to simply test its responses in different scenarios, and to obtain the corresponding vulnerability indices.

The remainder of the paper is organized as follows: related work is reported in Section 2. The RMS features and components influencing its response under attack are presented in Section 3. Section 4 describes the four security attacks considered here, whilst Section 5 illustrates the proposed vulnerability metrics. The simulation framework is presented in Section 6, and the experimental results are shown and discusses in Section 7. Finally, conclusions follow in Section 8.

2. RELATED WORK

Several reputation management models for distributed systems have been proposed in the literature. The authors of [25] analyzed the main components of trust systems in the context of multi-agent systems, identifying a trust evaluation phase, which assesses the reliability of the agents involved in the interactions, and a trust-aware decision making phase that uses reputation values to select the agents to interact with. Moreover, the authors classified trust evaluation methods in four classes, depending on the fact that they are based on: (i) past direct interactions, (ii) opinions and testimonies from other agents, (iii) knowledge about social relationships among agents, and (iv) certificates provided by third-party authorities. RMSs for distributed systems,
where a central authority is missing, belong to the second class, according to which each agent relies on a distributed protocol to obtain opinions from other agents, and merges them with its past experience in order to compute the reputation of a given agent.

In recent years, a great attention has been devoted to identify and analyze the security attacks against RMSs, which exhibit many vulnerabilities due to their intrinsic distributed nature. To the best of our knowledge, works addressing this topic miss the definition of quantitative vulnerability metric for RMSs, and a tangible experimental evaluation that can drive researchers to select the best design approach according to the desired behavior.

Authors of [13] describe five attacks against RMSs, partially referenced in Section 4, and outline the defense techniques adopted by some RMSs presented in literature. A similar analysis, focusing only on feedback-based reputation systems, is proposed in [21].

Some testbeds and simulators have been proposed for assessing the performances of a RMS, ART (Agent Reputation and trust) [10], a popular simulation testbed in the field of multi-agent systems, allows to apply several evaluation metrics, and to define competitions in which different strategies can be combined and compared with respect to the utility obtained by each agent at the end of the simulation. TREET [15] limits the evaluation of RMSs in a marketplace scenario. This framework allows to measure the resistance of the RMS to some attacks, but does not consider other typical attacks, which are instead addressed in our work. In [4] the RMSs are modeled as a sequence of transformations on a graph that represents transactions and trust among agents. Even though this tool allows to evaluate the effects of some relevant attacks, it does not simulate agent interactions making not possible to perform large-scale simulations in which agents may modify their behavior. The solutions discussed so far do not allow for large-scale simulations of the behavior of a RMS under security attacks.

In this work we extend the parallel simulation framework described in [2] and [1], in order to support researchers to evaluate the behavior of a RMS through large-scale simulations of different security attacks, and to obtain the corresponding vulnerability indices. Our framework, presented in Section 6, allows to specify the behavior of a RMS and to neglect the low-level details necessary to run the simulation, making it possible to focus only on the high-level response of the RMS under attack.

3. RMS ARCHITECTURE

As highlighted in [13], RMSs have a common structure and their differences depend on the algorithmic specification of their constituting components. Two steps can be identified: (i) a formulation and calculation phase during which agents collect and manage information in order to obtain a value for the adopted reputation metric, and (ii) a dissemination phase, when agents cooperate to compute the complete reputation values.

We move step forward by considering four main components, as shown in Figure 1. Such higher level of detail allows to deeply analyze how different attacks exploit system vulnerabilities. The first component is the local trust evaluation which uses information from past direct interactions with other agents in order to provide an initial and partial estimation of their reputations. By considering only this component, each agent would have a very limited view of other agents behavior, and would not be able to predict the actions of unknown agents. For such reason, distributed RMSs comprise other two components that allow agents to cooperate obtaining a more precise estimation of the reputation of their neighbors, namely a gossip protocol which propagates information among different agents, and an information fusion mechanism which allows each agent to merge the direct experience with information obtained through the gossip protocol. RMSs which aim not only to detect antisocial behaviors, but also to discourage them, comprise also an incentive mechanism which uses reputation values to reward honest agents and to limit malicious ones.

4. SECURITY ATTACKS ON RMSS

The distributed nature of RMSs makes them vulnerable to several types of security attacks, as described in [13, 21].

We consider the worst case of attackers that are insiders, i.e., authorized users of the system that can take part to all phases of the reputation evaluation. Moreover, we assume that an attacker can get multiple identities and that it can also cooperate with other malicious agents. A classification of security attacks can be made on the basis of their goals: self-promoting, slandering, whitewashing, and traitor attacks. The classification presented in [13] includes also the denial of service attack, that is not considered here since it is more frequent in a centralized system, where malicious agents may overwhelm the central server, thus hindering the reputation evaluation tasks.

4.1 Self-promoting

In a self-promoting attack [17], a malicious agent aims to increment its own reputation value, generally in order to hide an antisocial behavior, or to achieve an unjustified advantage over its competitors, e.g., in an e-commerce scenario. This type of attack requires an orchestrated plan in-
volving several malicious agents, since, generally, reputation management systems do not allow an agent to disseminate reputation information about himself. In order to analyze the resistance of a RMS to a self-promoting attack, it is irrelevant whether it is conducted by distinct malicious agents or by multiple identities of a single malicious agent.

The classical way to perform the self-promoting attack is to introduce false positive information into the system through the gossip protocol. The RMS component capable of resisting to such attack is the information fusion mechanism, which determines the balance between gossiped information and direct experiences, and that can also assign different weights to information obtained, e.g., on the basis of the reputation of gossip agents.

4.2 Slanderer

The slanderer attack [3] aims to decrease the reputation of some “victim” agents. Such attack may be performed by a single malicious agent, but in a large-scale system, an isolated intervention would have a limited effect. For this reason, slandering attacks are generally performed by a group of colluding agents. Also in this case, it is not relevant whether such malicious group is composed by distinct agents or by duplicated identities. Such an attack is typical of e-commerce systems, where the attacker aims to sabotage a competitor in order to obtain an indirect economic profit. The slandering attack is performed by introducing false negative information through the gossip protocol, and, similarly as the self-promoting attack, the information fusion mechanism is the main component that can let the system resist through an opportune balancing of gossiped information.

4.3 Whitewashing

The whitewashing attack [8] is performed by a malicious agent that wants to avoid the consequences of its bad past behavior. The malicious agent leaves the system and rejoins it with a new identity obtaining the default reputation value assigned to new users. The main vulnerability exploited by this type of attack is that a new agent receives a default reputation value comparable with the long-term reputation of a honest agent. RMSs that adopt such initial value have an optimistic approach and rely on negative feedbacks in order to discover a malicious behavior. A greater resistance is expected by RMSs that impose a low initial reputation value and use positive feedbacks to rise the reputation of a honest agent. RMSs that adopt such initial reputation value have an optimistic approach and rely on negative feedbacks in order to discover a malicious behavior. A greater resistance is expected by RMSs that impose a low initial reputation value and use positive feedbacks to rise the reputation of an agent, computed by one of its trustworthy neighbors, is greater than 0.5.

5. SECURITY METRICS

The evaluation of a RMS requires new metrics to be defined while respecting some overall principles, partially inspired by the guidelines proposed in [20] and adopted in [22] to define some security metrics for distributed systems.

P1. the metrics should be assigned by measuring specific, unambiguous facts rather than abstract rules;

P2. the security of the RMS should be evaluated by considering all the observed vulnerabilities;

P3. the metrics should be intuitive;

P4. the metrics should be computed in an efficient way.

According to these principles, we propose to use a set of intuitive metrics (P3) that allow to measure the effort required to perform a specific attack (P1), and to evaluate how long an attacker is able to exploit system resources:  

m1) Time-to-compromise: the time necessary to reach the goal of an attack aimed to alter the reputation of some agents, i.e., the number of time steps required for the attack to succeed;

m2) Exploitation-time: the time a malicious agent is able to exploit the system resources before its behavior is detected;

m3) Collusion-complexity: the number of agents involved in cooperative attacks.

Following P2, we adopted distinct metrics for each attack so as to separately evaluate the robustness of RMSs against different threats. Each of the selected metrics is then mapped to a set of qualitative ratings that provide a textual representation of the numeric scores S, where 0 ≤ S ≤ 10. The qualitative severity rating scale we used is that defined by the Common Vulnerability Scoring System (CVSS) [6], a well-established standard for classifying the severity of security vulnerabilities. In particular, the simulation framework rates the significance of each vulnerability as none (if S < 0.1), low (0.1 ≤ S < 4.0), medium (4.0 ≤ S < 7.0), high (7.0 ≤ S < 9.0), and critical (9.0 ≤ S ≤ 10.0). At the end of this analysis, the final user is notified of the vulnerabilities marked as high or critical.

The last principle, P4, is satisfied by guaranteeing that all the metrics are computed by the simulator quickly and automatically.

In order to determine whether a specific attack has achieved his goal, we also need to define the following success conditions (defined for a RMS in which reputation values are included in [0,1]):

- **Self-promoting (SP)** is successfully completed if the long-term reputation of the non-cooperative, malicious agent, computed by one of its trustworthy neighbors, is greater than 0.5.

- **Slanderer (S)** is successfully completed if the long-term reputation of the victim, computed by one of its trustworthy neighbors, is lower than 0.5.

- **Whitewashing (W)** is achieved within a temporal window T; if, in such window, the reputation of the non-cooperative, malicious agent, computed by one of its trustworthy neighbors, is greater than 0.5.
- **Traitor (T)** is achieved if the reputation of the malicious agent, computed by one of its trustworthy neighbors, is always greater than 0.5.

The long-term reputation is the reputation value observed after \( T_{\text{max}} \) time steps, given that at each time step an interaction between at least two agents occurs. The value of \( T_{\text{max}} \) has been set to 500 time steps by empirically analyzing the point when many state-of-the-art RMSs converge to a stable reputation values in a network composed by 100 agents and where each agent has 6 neighbors on average. The time \( T_{\text{max}} \) is also used both to scale time-to-compromise and exploitation-time, and to determine an intermediate threshold, \( T_{th} = T_{\text{max}}/2 \), needed to compute the collision-complexity.

According to these definitions, being \( N \) the number of simulation time steps required to complete an attack, the time-to-compromise \( TTC \) is computed as:

\[
TTC = N/T_{\text{max}},
\]

where \( TTC = 1 \) if the attack has failed.

When considering slandering or self-promoting attacks, the time-to-compromise also depends on the percentage of malicious agents that interact with the observer. For this reason different \( TTC \) values are computed while varying this percentage from 10-100 in 10\% increments, and the average is actually considered.

The collision-complexity, \( CC \), is defined as the percentage of corrupted agents needed for completing the attack within a time \( T_{th} \).

Thus, the vulnerabilities of a RMS to slandering and self-promoting attacks can be expressed as:

\[
V_S = [1 - TTC(\text{slandering})] \times [1 - CC(\text{slandering})],
\]

\[
V_{SP} = [1 - TTC(\text{self-prom})] \times [1 - CC(\text{self-prom})].
\]

The temporal metric that allows to evaluate whitewashing and traitor attacks is quite different from \( TTC \).

In whitewashing attacks we can state that a malicious agent is maintaining his fraudulent behavior as long as his reputation is greater than a threshold \( R_h = 0.5 \). Thus, assuming that \( N \) time steps are required for the reputation to go under \( R_h \), the exploitation-time, and consequently the vulnerability index, can be defined as:

\[
V_W = ET(\text{whitewashing}) = N/T_{\text{max}}.
\]

For traitor attacks, the exploitation-time is the time a malicious agent can act in a non-cooperative way before its reputation goes under a threshold \( R_h = 0.5 \). This condition is usually reached by alternating right and bad behavior for a certain number of time steps, \( N_{\text{good}} \) and \( N_{\text{bad}} \) respectively. Thus, the exploitation-time for traitor attacks, and consequently the vulnerability index, can be defined as:

\[
V_T = ET(\text{traitor}) = N_{\text{good}}/(N_{\text{good}} + N_{\text{bad}}).
\]

In order to obtain vulnerability scores in \([0, 10]\) while having significant values in the whole range, a gamma correction, with \( \gamma = 0.5 \), and a scale factor \( K = 10 \), is applied:

\[
V^* = K \times V^\gamma.
\]

According to the previous definitions, the overall vulnerability of a RMS is given by a vector containing the list of the detected vulnerabilities \( V^* \) and the number of those marked as high or critical:

\[
\text{RMS}_\text{vulnerability} = \{V^*, \text{num}_\text{of} V^*_\text{high/critical}\} = \{(V_{SP}, V_S, V_W, V_T), \text{num}_\text{of} V^*_\text{high/critical}\}.
\]

The extended simulation framework we describe in next Section not only allows to analyze the effects of different security attacks on the target RMS, but also makes a clear assessment of the RMS robustness by providing the user with an overall score computed on the basis of different vulnerability metrics.

### 6. Parallel Simulator

To support the evaluation of the above described RMS, we propose here an extension of the simulation framework preliminarily described in [2] and [1], which aims to make easier the assessment of new reputation management strategies in different scenarios. The simulation is based on the synchronous time-discrete model proposed in [18] to describe synchronous-distributed algorithms.

In order to separate low-level functionalities from the routines that describe the RMS’s behavior, the software architecture of the simulator consists of two different logic layers.

The reputation layer is made of nodes connected to each other according to a customizable network topology provided by the user. This is the topmost layer, thus at this level of abstraction all the interactions between the agents occur in a totally distributed way, i.e., without the coordination of any central authority. The simulation environment is totally customizable by means of a set of of high-level configuration utilities that allow the user to specify the number of agents involved in the simulation, set the behavior and the cooperativeness degree of each agent, create ad-hoc network topologies, and specify the parameters of the reputation management strategy.

The level below is named simulation layer. Here, each agent is mapped to a distinct software process and the simulation proceeds in rounds according to a synchronous model, i.e., at each round all processes act simultaneously. At each iteration a process performs the operations requested to the corresponding agent: generate and send resource requests to the neighbors, evaluate incoming requests, determine a proper response, send resource responses, use local trust evaluation to update the current view of the reputation network, send updated reputation values by means of the gossip protocol, and update the information fusion mechanism. The set of processes running at the simulation layer also includes a leading process, that is responsible for coordinating the simulation by creating new processes or changing the behavior of those that already exist.

Since each process can run on a distinct remote host, the framework utilizes the Message Passing Interface (MPI) to enable communication among different distributed processes.

In order to evaluate the TTC index for slandering and self-promoting attacks, the framework performs different simulations by varying the percentage of malicious agents that interact with the neutral node, i.e., the observer, used for measuring the reputation of the victim (for slandering) or of the promoted agent (for self-promoting). For each run, the framework stores the reputation trend of the involved
agents, and the time step when the goal of the attack is achieved. The final value of the TTC metric is obtained by averaging all these time steps.

The evaluation of the CC index for slandering and self-promoting-attacks requires to identify the smallest percentage of colluding agents needed to reach the goal of the attack goal within $T_{\text{th}}$ time steps. For this purpose, it is possible to exploit the same simulation runs performed to evaluate the TTC index, so as to identify the percentage interval within which the goal is achieved. A further run is performed by selecting an intermediate percentage value inside such interval, in order to obtain the CC index with a 5% granularity.

For the whitewashing attack, the ET is simply obtained by analyzing the reputation trend of the malicious agent, observed by a neutral node, and by identifying the time step in which its reputation goes under the $R_{\text{th}}$ value. This value is the normalized with respect to $T_{\text{max}}$.

In order to evaluate the ET metric for the traitor attack, different simulations are performed while varying with step of 5% the fraction of time during which the traitor acts non-cooperatively. The ET index is the greatest fraction which guarantees that the reputation of the attacker never goes under the $R_{\text{th}}$ during the whole simulation.

7. EXPERIMENTAL EVALUATION

7.1 Case Study: the RMS

In order to evaluate the effect of the security attacks on RMSs designed according to different approaches, we adopted as case-study a RMS that explicitly manages, through tunable parameters, the relationship between past and recent experiences, and between direct experience and gossiped information.

This RMS includes the four components described in Section 3 and is inspired by [14] and [7]. The local trust evaluation mechanism, as in [14], requires that each agent $i$ stores the number of satisfactory, $\text{sat}(i,j)$, and unsatisfactory, $\text{unsat}(i,j)$, transactions occurred with other agents $j$ in the network, during the last time interval. The percentage of satisfied requests in such time interval is considered the local trust, $lt_{ij}$, which is defined according to the following equation:

$$lt_{ij} = \frac{\text{sat}(i,j)}{\text{sat}(i,j) + \text{unsat}(i,j)}.$$  \hfill (6)

The local trust value influences the reputation that $i$ holds about $j$, weighted by a factor $\alpha \in [0,1]$:

$$lr_{ij}(t) = \alpha \cdot lt_{ij} + (1 - \alpha) \cdot r_{ij}(t - 1),$$  \hfill (7)

where $lr_{ij}$ indicates the local reputation, that is the past reputation $r_{ij}$ updated according to the last local experience.

The gossip protocol simply states that each agent sends its reputation values, $r_{ij}$, to all its neighbors, thus, each agent knows the opinion of all its one-hop neighbors about the reputation of its two-hop neighborhood.

The information fusion phase is inspired to [7], where each agent merges only information coming from reliable agents, i.e., those whose reputation is beyond a given threshold $\tau$. Merged information is weighted with the reputation of the gossiper agents, and the resulting reputation value $r_{ij}$ is obtained by linearly combining this weighted mean with the local reputation:

$$r_{ij}(t) = (1 - \beta) \cdot lr_{ij}(t) + \beta \cdot \frac{\sum_{k \in K} r_{ik}(t - 1) \cdot r_{kj}(t - 1)}{\sum_{k \in K} r_{ik}(t - 1)},$$  \hfill (8)

where $\beta$ is a coefficient in [0,1] and $K$ is the set of reliable agents:

$$K = \{ k : r_{ik}(t - 1) \geq \tau \}. $$  \hfill (9)

The adoption of a weighted sum between the local reputation and the average values reported by other agents is a common solution in the literature [23, 24].

Finally, our RMS implements a simple incentive mechanism that allows an agent to obtain resources with a probability proportional to its reputation [5].

7.2 Experimental Results

In this section we provide a set of experiments aimed to understand which factors mostly influence the performance of a RMS under attack. Moreover, we show as such results may be concisely represented through the proposed vulnerability metrics.

The RMS which represents the base line for our evaluations is characterized by the following parameters: the $\alpha$ factor, which weights the local trust to produce the local reputation, is $\alpha = 0.1$; the $\beta$ factor, which weights the gossiped information to produce the final reputation, is $\beta = 0.1$; the default reputation value assigned to new users is $\text{rep}_{ij}(t_0) = 0.9$; the reputation threshold used to select reliable gossiper agents during the information fusion mechanism is $\tau = 0.4$; finally, the time interval considered for collecting data about the direct experience, needed to evaluate the local trust, consists of 30 time steps.

Such baseline parameters have been selected so as to obtain a RMS with a fair behavior and in which each attack (i) can be performed successfully and (ii) can be detected in a reasonable time. It is worth to specify that our goal is not to propose a specific RMS, but rather to show the potential of the proposed simulator for analyzing the security response of any RMS, and providing a score which depends on different vulnerability metrics.

The following experimental results have been obtained by simulating a network composed of 100 nodes, where each node has 6 neighbors on average, randomly selected ensuring that the network is not partitioned in isolated clusters.

As described in Section 4, slandering attacks are performed by a set of malicious agents that disseminate false negative feedbacks about a victim. In order to understand how the consequences of slandering attacks can be dependent on the gossip protocol used to propagate the reputation values through the reputation network, different simulations were run while varying the value of $\beta$ (see equation 8) that weights direct and gossiped information. For example, $\beta = 0.2$ means that during the information fusion phase, the information from the gossiper agents is scaled by a factor 0.2, whilst the local reputation is weighted with a factor 0.8. Fig. 2 shows that the more is the importance of the gossiped reputation, the more is the effectiveness of the slandering attack.

Obviously, we expected that also the number of attacking agents affects the reputation of the victim. Such hypothesis was confirmed by a set of experiments performed while varying the percentage of malicious agents, from 0 to 100. Fig. 3
Figure 2: Slandering attack: reputation values of the victim agent as observed by neutral agents while varying the weight $\beta$ of direct and gossiped information, when 50% of the agents interacting with the neutral agents are malicious.

Figure 3: Slandering attack: reputation values of the victim agent as observed by neutral agents while varying the percentage of attacking agents.

Figure 4: Self-promoting attack: reputation values of the selfish agent as observed by a trustworthy agent while varying the percentage of malicious agents supporting the attack.

Figure 5: Self-promoting attack: reputation values of the selfish agent as observed by a trustworthy agent while varying the weight $\beta$ of gossiped information.

shows the reputation of the victim as observed by neutral agents. As expected, the greater is the number of attacking agents, the more effective is the attack. However, even though the 65% of the agents in the network are malicious, the reputation of the victim decrease of only 0.5. As more agents are involved, the reputation of the victim continues to lower, approaching zero when the 85% of the agents are malicious.

Such a behavior is summarized by the slandering vulnerability index. As already said, the $TTC(slandering)$ is the average number of time steps required to put the reputation of the victim agent under $R_v = 0.5$, normalized with respect to $T_{max} = 500$, whilst $CC(slandering)$ is the percentage of colluding agents needed to complete the attack within $T_{th} = 250$ time steps.

Figure 3 shows that these conditions are satisfied when at least the 65% of the agents interact with the neutral observer. The resulting value for the slandering vulnerability metrics are the following:

$$TTC(slandering) = 0.71$$
$$CC(slandering) = 0.65$$
$$V^*_S = 3.18$$

The self-promoting attack exploits the same vulnerabilities exploited by the slandering attack, but with the goal of increasing the reputation of a non-cooperative agent by means of false information provided by a set of colluding agents. Some experiments were conducted to understand how the reputation of this non-cooperative agent is perceived by a trustworthy agent that interacts directly with it. Fig. 4 shows that even though the behavior of the selfish agent remains unchanged during the simulation, its reputation increases the more malicious agents are involved in the attack. It is worth noting that, since the direct experience is negative, even if the malicious agents provide positive information, the low value of the local trust prevents the reputation value from rising over 0.5. Obviously, if gossiped information weight more than direct experience, such protection misses. Fig. 5 addresses this circumstance and describes a set of experiments where a trustworthy observer is surrounded only by dishonest agents which cooperate in order to promote the reputation of a malicious agent.

The experimental results show that our baseline RMS has a greater resistance to self-promoting attacks than to slandering attacks. Such feature is concisely represented by the self-promoting vulnerability metrics:

$$TTC(self − promoting) = 0.79$$
$$CC(self − promoting) = 0.85$$
$$V^*_SP = 1.78$$

The evaluation of the impact of the whitewashing attack, in a system that does not pose restriction on the creation of new accounts, corresponds to analyze how the reputation of a new user varies according to its behavior. The benefit of performing such attack depends on the default reputation value assigned to new users. Fig. 6 shows how the reputation of a new non-cooperative, malicious, agent that joins the network after 70 time steps varies according to the default reputation value. With the baseline settings the dishonest behavior is always discovered, but varying the default reputation value changes the time interval during which the malicious agent is able to abuse the community resources. For such reason, the main defense technique is to assign a low reputation value to new agents that join the system; the weakness of this solution is that a low initial reputation is also assigned to new trustworthy agents, that, consequently, experience a slow start phase, as shown by Fig. 7.

Moreover, a low default reputation value may be very dis-
advantageous if an *incentive mechanism* is automatically executed in order to provide each agent with a percentage of resources proportional to its reputation. Indeed, if a new user is evaluated with a low reputation, the other agents will give him few resources. As a consequence, its opinion of other agents will decrease, and it will give them few resources, thus confirming its bad reputation. In other words, if the *incentive mechanism* is blindly performed, new honest users are not able to improve their initial reputation, as shown in Fig. 8. It is worth noting that during the experiments described by Fig. 7, honest agents always satisfy the received requests, i.e., they do not apply the *incentive mechanism*.

With the baseline settings, which adopts 0.9 as initial reputation value, the corresponding vulnerability metrics have the following values:

$$ET(\text{whitewashing}) = 0.054$$
$$V_{W}^* = 2.32$$

In order to evaluate the impact of the traitor attack, we performed some experiments where a malicious agent alternates cooperative and partially cooperative behavior (i.e., only 50% of received requests are satisfied). The honest behavior is maintained for a longer time interval in order to guarantee that the reputation value increases enough. As expected, Fig. 9 shows that RMSs with higher values of $\alpha$, i.e., the weight of recent experience, detect earlier a change in agent behavior.

Moreover, experimental results show that the percentage of time during which the traitor can behave non-cooperatively without being detected is 20%, against a percentage of 35% for a partially cooperative behavior. The resulting vulnerability index is then:

$$ET(\text{traitor}) = 0.25$$
$$V_{T}^* = 5.00$$

In conclusion, the baseline RMS does not exhibit high or critical vulnerabilities, whilst a medium vulnerability to traitor attack is detected. These characteristics are summarized by the following vulnerability indexes:

$$RMS_{\text{vulnerability}} =$$
$$\{V^*, \text{num}_\text{of}_V,\text{V}_{\text{vict}}\} =$$
$$\{[V_T^*, V_W^*, V_{\text{vict}}], \text{num}_\text{of}_V,\text{V}_{\text{vict}}\} =$$
$$\{[1.78, 3.18, 2.32, 5.00, 0]\}.$$

8. CONCLUSIONS AND FUTURE WORK

In this work we presented a set of vulnerability metrics to quantitatively evaluate the behavior of a Reputation Management System under attack. These metrics allow to compare the effects of different design choices on the overall security of the RMS. We used a parallel simulation framework for automatically compute the vulnerability indexes associated to four state-of-the-art attacks. This tool allowed us to test the security of a case study RMS while varying the behavior of its inner components, namely local trust, gossiped information and information fusion, and some general characteristics, such as the default reputation values assigned to new agents.

Results showed that the impact the different attacks have on the RMS deeply depends on the choices made since its design. For example, in order to overcome a slandering attack a RMS should rely more on the direct experience than
gossiped information, whilst is recommended to give more importance to the direct and recent experience when dealing with traitor attacks.

As future work, we plan to experimentally analyze the security of some of the most popular distributed RMSs, and to consider possible attacks to the system architecture. In particular, masquerading attacks could allow malicious agents to pretend to be loyal agents, so as to diffuse false feedbacks through the gossip protocol. Moreover, we are considering to extend our analysis to RMSs operating within large-scale social networks [11, 12].
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