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Abstract

In recent years, there has been a proliferation of works on human action classification from depth sequences. These works generally present methods and/or feature representations for the classification of actions from sequences of 3D locations of human body joints and/or other sources of data, such as depth maps and RGB videos.

This survey highlights motivations and challenges of this very recent research area by presenting technologies and approaches for 3D skeleton-based action classification. The work focuses on aspects such as data pre-processing, publicly available benchmarks and commonly used accuracy measurements. Furthermore, this survey introduces a categorization of the most recent works in 3D skeleton-based action classification according to the adopted feature representation.

This paper aims at being a starting point for practitioners who wish to approach the study of 3D action classification and gather insights on the main challenges to solve in this emerging field.
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1. Introduction

In several application domains, such as surveillance [1], [2], [3], [4], human-computer interaction [5], assistive technologies [6], sign language [7], [8], [9], computational behavioral science [10], [11] and consumer behavior analysis [12], the focus is the detection, recognition and analysis of human actions and behaviors. These applications have motivated a large part of the Computer Vision community to conduct research on action recognition and modeling. Therefore, there is a vast literature, including interesting surveys [13], [14], [15], [16], [17], [18], [19], on human body pose estimation [20], [21], [22], [23], [24], and activity/action classification [25], [26], [27], [28], [29], [30].

As often happens in computer vision, there are psychological studies that motivate current approaches. In the case of human body pose estimation for action classification, Johansson’s moving light-spots experiment [31] for motion perception [2] is certainly the most notable. This experiment was conducted in the 1970s to study 3D human motion perception from 2D patterns. The study has the goal of analyzing the visual information from typical motion patterns when some pictorial form aspect of the patterns is known.
Figure 1. Four frames of the video showing Johansson’s moving light-spots experiment: two persons cross each other.

To these purposes, several bright spots distributed on the human body against an homogeneous, contrasting background are used in the experiment (see Fig. 1). The experiment demonstrates that the number of light-spots and their distribution on the human body may affect motion perception. In particular, an increasing number of light-spots may decrease ambiguity in motion understanding.

Johansson’s study demonstrates that human vision not only detects motion directions but can also detect different types of limb motion patterns, including recognition of the activity and of the velocity of the different motion patterns. As reported in [31], “The geometric structures of body motion patterns in man [...] are determined by the construction of their skeletons. [...] From a mechanical point of view, the joints of the human body are end points of bones with constant length [...]. ”

This study has inspired most of the literature about human body pose estimation and action recognition [32], [33], [34] as, by knowing the position of multiple body parts, we want the machine to learn to discriminate among action-classes.

In particular, works on human body pose estimation try to estimate the configuration of the body (pose) typically from a single, monocular, image [35]. Part detectors [36], [37] and/or pictorial structure (PS) models [38], [39], [40] are used to model the appearance of body parts and infer the pose based on constraints among body parts; in general, such constraints are meant to represent the actual human body articulations.

The major difficulties in body-pose estimation is that human body is capable of an enormous range of poses, which are also difficult to simulate or to account for. Technologies such as motion capture (Mo-Cap) have been used to collect accurate data and the corresponding ground-truth. Due to the difficulty in reliably estimating the body pose, several approaches have tried to use holistic representation of the body pose. Methods such as [27], [41], [42] have proved to be successful in performing recognition of simple actions while skipping the human body pose inference step and adopting features that are correlated with the body pose. Emerging trends are action recognition “in the wild” [43], [44], [45], [46], [47], [48], and action “localization” [49], [50], [51], [52], [53].

Technologies are evolving fast, and the very recent wide diffusion of cheap depth camera, and the seminal work by Shotton, et al. [54] for estimating the joint locations of a human body from depth map, have provided new stimulus to the research in action recognition given the locations of body joints. Depth map proved to be extremely useful in providing data for an easy and fast human body estimation. As first introduced in [31], the computer vision community defines a skeleton as a schematic model of the locations of torso, head and limbs of the human body. Parameters and motion of such a skeleton can be used as a representation of gestures/actions and, therefore, the human body pose is defined by means of the relative locations of the joints in the skeleton. Figure 2 shows a graphical representation of possible skeletons (estimated by the methods [54] and [55]) where the red dots represent the estimated human body joints.

Gaming applications and human-computer interfaces are benefiting of the introduction of these new technologies. In the very recent years, we have assisted to a proliferation of works introducing novel body pose representations for 3D action classification given depth maps and/or skeleton sequences [56], [57], [58]. These works have shown how, even with a reliable skeleton estimation, 3D skeleton-based action classification is not that simple as it may appear. In this sense, “one of the biggest challenges of using posed-based features is that semantically similar motions may not necessarily be numerically similar” [61]. Moreover, motion is
ambiguous and action classes can share movements \cite{62}. Most of the works in 3D action recognition attempt to introduce novel body pose representations for action recognition from 3D skeletal data \cite{55}, \cite{34}, \cite{58} with the goal of capturing the correlation among different body joints across time. Other works \cite{63}, \cite{64} attempt to mine the most discriminative joints or group of joints for each class. Promising works \cite{65}, \cite{62} deal with the dynamics regulating the 3D trajectories of the body joints. Across all these works, various different classification frameworks have been applied to classify the actions.

In contrast to very recent surveys such as \cite{66}, \cite{67} which focus on the use of depths cameras in several application domains or present a review of the literature on activity recognition in depth maps, in this survey we focus mostly on action classification from skeletal data. To this purpose, we present an overview of the technologies used for collecting depth maps (see Section 2) and review the most used methods at the state of the art for estimating skeletons/body pose in Section 3.

Section 4 is devoted to describe the most common data pre-processing practices to account for biometric differences, and various techniques to deal with the classification of sequences of varying temporal length. In Section 5 we introduce a categorization for skeleton-based action representation approaches based on the adopted pose descriptors. We distinguish among joint-based representations, mined joint-based descriptors, and dynamics-based descriptors. In the joint-based representations, the skeleton is used to extract a feature representation that captures the correlation of the body joints; the mined joint-based descriptors try to learn the subsets of body joints that can help to discriminate among action classes; the dynamics-based descriptors treat the skeleton sequence as a set of time series and use the parameters of the dynamical model regulating the time series to discriminate among action classes.

In Section 6 we briefly describe multi-modal methods where skeletons are used jointly with data acquired by inertial and/or RGB sensors and/or further descriptors extracted from depth maps.

We describe the most adopted publicly available benchmarks and validation protocols for skeleton-based action classification in Section 7. In Section 8 we report the state of the art performance of the reviewed methods on the largest and commonly adopted datasets. We also discuss performance measurements and latency in action recognition. Finally, in Section 9 we present conclusions of our analysis and outline potential future research directions.

### 2. Depth Maps and Related Technologies

A range image or depth map is an image that stores in each pixel the distance to the camera of the corresponding point in the scene. Range images have been studied and used for long time, especially in robotic applications \cite{68}, \cite{69}, \cite{70} and scene/object reconstruction \cite{71}, \cite{72}, \cite{73}. Whilst several techniques...
have been devised to estimate depth maps of the scene, only in the last few years depth imaging technology has advanced dramatically, reaching a consumer price point with the launch of Kinect [74].

In comparison with traditional intensity sensors, depth cameras offer many advantages such as they provide a calibrated scale estimate, measurements are color and texture invariant, they permit to solve silhouette ambiguities in pose, they simplify the task of background subtraction [56].

We briefly describe the three most popular technologies used to estimate a depth map. Technical details are out of the scope of this work, and we refer the interested reader to the corresponding literature.

- **Stereo Cameras** consist of a set of calibrated cameras (at least two) for which a common 3D reference system has been estimated. Depth map are estimated based on stereo triangulation [75]. Even if several works [76], [77] allowed to achieve considerable progress in this field, still the depth estimated by stereo cameras can be unreliable, especially for points in the scene with homogeneous intensities/colors.

- **3D Time-of-Flight (ToF) cameras** illuminate the scene with a modulated light source, and observe the reflected light. Some cameras measure the time-of-flight of a light pulse illuminating the scene, which means the delay experienced by the reflected light. The elapsed time, that is the delay of the reflected light or simply “time of flight”, is correlated with the distance of the object in the scene. Other cameras measure phase differences between emitted and received signals. The estimated distance can be unreliable in case of low spatial resolution, as well as because of errors caused by radiometric, geometric and illumination variations, motion blur, background light, multiple reflections [78]. Kinect sensors (version 2) belong to this category of cameras.

- **Structured-light 3D scanners** project an infrared structured-light pattern onto the scene. When projecting a pattern onto a three-dimensionally shaped surface, the observed pattern is geometrically distorted [79]. By comparing the expected projected pattern (if no object is in the scene) and the deformed observed pattern, exact geometric reconstruction of the surface shape can be recovered. Various patterns can be projected onto the scene, such as light stripes or arbitrary fringes. Depth estimation can be unreliable especially in case of reflective or transparent surfaces. Kinect sensors (version 1) belong to this category of cameras.

<table>
<thead>
<tr>
<th>Name of Product</th>
<th>Description</th>
<th>Link to Manufacturer’s Website</th>
</tr>
</thead>
<tbody>
<tr>
<td>ZED Stereo Camera</td>
<td>Lightweight depth sensor based on passive stereo vision (pair of RGB cameras)</td>
<td><a href="https://www.stereolabs.com/">https://www.stereolabs.com/</a></td>
</tr>
<tr>
<td>The Capture</td>
<td>Marker-less motion capture system that uses standard video cameras</td>
<td><a href="http://www.thecapture.com/">http://www.thecapture.com/</a></td>
</tr>
<tr>
<td>OptiTrack Mo-Cap</td>
<td>Multi-Camera system for motion tracking</td>
<td><a href="http://www.optitrack.com/">http://www.optitrack.com/</a></td>
</tr>
<tr>
<td>Vicon</td>
<td>Passive optical motion capture with different available configurations</td>
<td><a href="http://www.vicon.com/">http://www.vicon.com/</a></td>
</tr>
<tr>
<td>DepthSense 325</td>
<td>Short range depth sensor, built-in color camera and microphones</td>
<td><a href="http://www.softkinetic.com/">http://www.softkinetic.com/</a></td>
</tr>
<tr>
<td>Kinect sensor v1</td>
<td>Depth sensor, built-in color camera, infrared (IR) emitter, and a microphone array</td>
<td><a href="http://www.microsoft.com/">http://www.microsoft.com/</a></td>
</tr>
<tr>
<td>Kinect sensor v2</td>
<td>Built-in color camera, Time-of-Flight (ToF) camera, and a microphone array</td>
<td><a href="http://www.microsoft.com/">http://www.microsoft.com/</a></td>
</tr>
<tr>
<td>Intel RealSense 3D Camera</td>
<td>Built-in color camera, infrared camera, and infrared laser projector</td>
<td><a href="http://www.intel.com/">http://www.intel.com/</a></td>
</tr>
<tr>
<td>Asus Xtion PRO Live</td>
<td>Infrared sensor, color camera and microphones</td>
<td><a href="https://www.asus.com/">https://www.asus.com/</a></td>
</tr>
<tr>
<td>Creative Senz3D</td>
<td>Infrared sensor, color camera and microphones</td>
<td><a href="http://us.creative.com/">http://us.creative.com/</a></td>
</tr>
<tr>
<td>Infineon 3D Image Sensor</td>
<td>Time-of-Flight (ToF) camera</td>
<td><a href="http://www.infineon.com/">http://www.infineon.com/</a></td>
</tr>
<tr>
<td>Heptagon-Mesa Imaging Sensor</td>
<td>Time-of-Flight (ToF) camera</td>
<td><a href="http://enterprise.hptg.com/">http://enterprise.hptg.com/</a></td>
</tr>
<tr>
<td>Brekel Pro Pointcloud</td>
<td>Kinect-based motion capture system</td>
<td><a href="http://brekel.com/">http://brekel.com/</a></td>
</tr>
<tr>
<td>irSoft</td>
<td></td>
<td><a href="http://ipisoft.com/">http://ipisoft.com/</a></td>
</tr>
</tbody>
</table>

Table 1. Hardware and software technologies for skeletal/depth data collection.
3. Body Pose Estimation

In this section we briefly review the most commonly adopted techniques for estimating the skeletons from a variety of data (intensity or depth maps), then we present some of the available off-the-shelf solutions that could be used for data collection.

3.1. Methods for skeleton estimation

Various attempts have been reported in literature to estimate body parts in RGB data [35], [80], [21], [81], or in depth map [56], [82]. We limit our attention to methods or technologies to obtain skeletal data.

- **Motion Capture:** Motion capture (Mo-Cap) sensor permits to record actions of human actors. There are several kind of Mo-Cap technologies. Optical systems use stereo vision to triangulate the 3D position of a subject. Data acquisition takes advantage of special markers attached onto the actor. Some systems use retroreflective material. The camera’s threshold can be adjusted to ignore skin and fabric and only image the bright reflective markers. Other systems make use of one or multiple LEDs with software to identify them by their relative positions [13]. This technique is primarily meant to collect precise annotation of the collected intensity data.

- **Intensity data:** Pose estimation from images and RGB video is still an open and very challenging problem. The main difficulties arise due to variability of human visual appearance, inter-subjects biometric differences, lack of depth information and partial self-occlusions [35]. Nonetheless, very interesting and promising approaches have been presented in literature. As pose estimation is not the main topic of this survey, we refer the reader to the ones we believe are the must-know papers for computer vision scientists [83], [84], [85], [86].

In recent years, the most adopted model for pose has probably been pictorial structure (PS) [38]. This model decomposes the appearance of the whole body into local body-parts, each one with its own position and orientation in space. Statistical pairwise constraints on body parts enforce skeletal consistency and allow to represent body articulations.

Further evolutions of this model have focused on modeling of the appearance of the parts by stronger detectors [36], [80] or mixture of templates [21]. Other methods enhance the model by introducing further constraints among body parts [89], [87]. While the original PS does use a tree model [35], [21], which permits exact inference of the body pose, other methods adopt non-tree models. In these cases, the computational complexity increases so much that pruning strategies [24], [39], [88] or approximated inference [87], [89] are in general adopted. Discriminative learning methods, such as conditional random field [40] and max-margin learning [90], [21], [89], are often used to learn the part-based model parameters.

- **Depth Maps:** The most renowned method to estimate skeletons from depth images is probably the recent work in [56], which is applied and widely used to infer skeletons composed of 20 joints (25 joints with the Kinect for Windows version 2) on a frame-by-frame basis from depth images collected by the Kinect sensor. The work in [56] proposes to segment a single input depth image into a dense probabilistic body-part labeling that covers the whole body. The segmented body parts are used to estimate 3D body joint proposals without exploiting temporal or kinematic constraints.

In particular, human body is represented by 31 body parts (L=Left, R=Right, U=Upper, W=loWer): LU/RU/LW/RW head, neck, L/R shoulder, LU/RU/LW/RW arm, L/R elbow, L/R wrist, L/R hand, LU/RU/LW/RW torso, LU/RU/LW/RW leg, L/R knee, L/R ankle, L/R foot.

In a nutshell, from a single input depth image, a per-pixel body part distribution is inferred by classification. Pixel classification is performed by a deep randomized decision forest. A forest is an ensemble of decision trees, each consisting of split and leaf nodes. Each split node divides the training samples based on a feature and a threshold (that are parameters of the classifier). Leaf nodes store class-conditional distributions (where classes indicate body parts). To classify a pixel in a depth image,
each tree is traversed branching left or right according to the comparison of the feature and threshold stored in the split node. Once a leaf node is reached, the pixel is assigned with the class-conditional distribution stored in the leaf node. The estimated distributions are averaged over all the trees in the forest. The per-pixel information is pooled across pixels to generate proposals for the positions of 3D skeletal joints. To this purpose, mean shift with a weighted Gaussian kernel is adopted.

One of the most notable aspect in [56] is the size and composition of the training data. A huge amount of realistic synthetic depth images of humans of many shapes and sizes in highly varied poses together with a large motion capture database and depth images acquired with the Kinect sensor has been used to train the pixel-classifier. The large size of the adopted training set permits to avoid over-fitting and account for varying human body poses.

Another widely used method for skeleton estimation is the one offered by the OpenNI library [91]. The method [57] estimates a skeleton of 15 body joints by means of local descriptors representing statistics in spatial bins of patches of the depth map. The local descriptors provide depth-edge counts of a depth patch in a set of bins that are arrayed radially around the center point of the patch. Depth edges are extracted from the depth map by means of an edge detector, such as a Canny edge detector. In each radial slice of the patch, statistics about the number of pixels in each bin that are classified as edge pixels, the direction of the edge, the mean or median direction in each bin, the mean or median depth value, the variance of the depth are computed and stored. The bin values may be weighted and normalized to compensate for differences in bin areas.

The Approximate Nearest Neighbors (ANN) algorithm is then used to search the patch descriptors into a descriptor database. This database stores descriptors extracted at known locations of a humanoid form and are associated with the locations of body joints. Thus, after matching the test patch with a patch in the database (by means of the Euclidean distance for example), it is possible to compute an estimated location for the joints in the test depth map. After comparison of all the test patches, the collection of estimated joint locations from the matched patches is used within a weighted voting process to recover the location of the joints in the skeleton one-by-one. The method also applies normalization and scale estimation to make the skeleton reconstruction invariant to the distance of the subjects to the camera and to account for biometric differences.

3.2. Off-the-shelf Solutions

The term passive stereo vision refers to systems that use two (or more) calibrated cameras in distinct locations to determine which points in both images correspond to the same 3D scene point. In contrast, active stereo vision refers to methods where the scene illumination is controlled, for example by projecting known patterns onto the objects.

Table 1 summarizes some of the currently available solutions that may be adopted for data collection. This list is not exhaustive and many other reliable solutions are available on the market.

The first part of the table reports passive stereo vision technologies, while the second part of the table reports active stereo vision systems. For each product we report the name, a short description and the link to the manufacturer’s website. We note that most of the technologies, such as the Kinect Sensor, the Intel RealSense 3D camera, and the Mo-Cap solutions come with their own Software Development Kit (SDK) and/or proprietary software applications for the recording of skeletal data.

4. Pre-Processing of Skeletal Data

Pre-processing of skeletal data is often used to cope with biometric differences among subjects, and varying temporal duration of the sequences that may be due to different velocity of the actions and inter-subjects style variations.

In particular, accounting for biometric differences may require a transformation of each skeleton into a normalized pose. The problem is closely related to that of motion retargeting [92], [93], which raises in computer graphics whenever it is required to adapt the motion from one animated character to another.
Motion retargeting generates the parameters of the motion for the target character by satisfying constraints about the resulting poses (such as specific configurations of the joints’ angles \[94\] or specific properties of the generated motion \[95\], \[96\]). In the field of 3D action representation, such techniques might be useful in transferring the motion of each skeleton sequence to a generic reference pose, resulting in skeleton sequences that are invariant to biometric differences. In this sense, the techniques that are applied in literature and reviewed in Sec. \[\text{1.1}\] are related to the broader motion retargeting problem.

Varying length of the action sequences may limit the applicability of some classification frameworks. For example, the widely used support vector machine classifier requires that the feature representations of the samples have the same size. As explained in detail in Sec. \[\text{1.2}\], most of the works in literature attempt to extract histograms from the whole sequence, or apply some pyramidal approach, or adopt dynamic time warping to align each sequence to a reference one.

### 4.1. Data Normalization and Biometric Differences

In 3D skeleton-based action classification, an action is described as a collection of time series of 3D positions (i.e., 3D trajectories) of the joints in the skeleton. However, this representation depends on the choice of the reference coordinate system, which is different in every recording environment, and on biometric differences. To account for such issues, a variety of coordinate system changes is used. Works such as \[\text{64}\], consider the joint angles between any two connected limbs and represent an action as a time series of joint angles. In \[\text{97}\], human poses are normalized by aligning torsos and shoulders. In \[\text{34}\], data are initially registered into a common coordinate system to make the joint coordinates comparable to each other. In \[\text{98}\] and \[\text{99}\], all of the 3D joint coordinates are transformed from world coordinate system to person centric coordinate system by placing the Hip Center (see Fig. \[\text{2}\]) at the origin. In \[\text{63}\], skeletons are aligned based on the head location. Next, all the other coordinates in the skeleton are normalized by the head length. In \[\text{100}\], the coordinates of the 3D joints are normalized so to range in \([0, 1]\) in all the dimensions over the sequence. In \[\text{101}\], each coordinate of the normalized pose vector is smoothed across time with a 5 by 1 Gaussian filter (\(\sigma = 1\)). Poses are normalized in order to compensate for biometric differences. A reference skeleton is learned from training data. The lengths of skeleton limbs in the reference skeleton are adjusted to unit norm. All the skeletons in the test and training data are transformed in order to impose same limb segment length as in the reference skeleton while preserving the direction vector. A similar normalization is applied also in \[\text{102}\], where inter-frame linear interpolation is also applied to account for missing values in the skeletal data.

### 4.2. Dealing with Varying Temporal Durations

One of the main issues in action classification is that the sequences may have varying length. The length of the action sequence may depend on the velocity and style with which the action is performed. In general, there may be a temporal warping that affects the action sequence or, in case of repetitive movements, a different number of repetitions.

To account for this issue, works such as \[\text{55}, \text{63}\] adopt global feature representation of the entire sequence sacrificing, in general, the information about the temporal structure of the sequence. The most common approach is the bag-of-word schema, which represents a sequence in terms of codewords in a dictionary. The representation can include temporal information by adopting a pyramidal approach \[\text{103}, \text{100}, \text{102}\].

To account for the temporal warping and ensure equal length of the sequences, in \[\text{64}\] the sequences are aligned to a nominal curve. Approaches adopting some distance among the trajectories of 3D joints, such as \[\text{104}\], apply dynamic time warping and K-nearest neighbor. In \[\text{105}\], a dynamic programming based elastic distance is used. In \[\text{97}\], the sequences are resampled in order to obtain representations of comparable length.

Another approach used in \[\text{64}\] to obtain representations of the same length is that of dividing the sequence in a prefixed number of temporal segments. However, the problem of finding the most appropriate number of segments to use across all the classes and sequences is not trivial.

Therefore, \[\text{64}\] and \[\text{62}\] propose to divide the action sequence in a varying number of temporal segments each of the same temporal duration. In particular, \[\text{62}\] adopts a sliding window approach where the
temporal segments are all partially overlapping. The sliding window approach makes the method more robust to the temporal warping of the sequence. Such kind of representation does not allow the adoption of a standard SVM and in [62] a set of hidden Markov models trained with a discriminative approach is used instead. Also [101] adopts a sliding window-based representation. The feature representation of each temporal window is classified via K-NN. The entire sequence is classified by a voting schema based on the labels predicted for each temporal window. In [102], a pooling strategy is adopted to build a representation of the sequence of skeletons in several temporal windows reducing all the sequences to have a same length representation.

Approaches like [99] and [65] overcome the issue of the length of the sequences by assuming the same order of the linear dynamic system for all the action classes and performing system identification to compute the parameters of the model.

5. Action Representation and Classification

As depicted in Fig. 3, we categorize the methods for 3D Action Representation into three categories: joint-based representations, that is methods that extract alternative feature representations from the skeletons in order to capture the correlation of the body joints; mined joint based descriptors, that is methods trying to learn what body parts are involved and/or are useful to discriminate among actions; dynamics-based descriptors, that is methods that treat the skeleton sequence as 3D trajectories and model the dynamics of such time series. In turn, the joint-based representations can be categorized into spatial descriptors, geometric descriptors, and key-pose based descriptors according to the kind of characteristics in the skeleton sequence used to extract the corresponding descriptor.

Figure 3. Graphical representation of our categorization of the methods for 3D Action Representation.
5.1. Joint-based Representation

The methods belonging to this category attempt to capture the relative body joint locations. In the following, we review works at the state of the art that fall in this category and organize the discussion by distinguishing among three sub-categories: spatial descriptors, geometric descriptors, and key-pose based descriptors. The first sub-category includes works that try to correlate the 3D body joints by measuring all the possible pairwise distances (at a given time or across time) or their covariance matrices. The second category, that is the geometric descriptors, includes methods that try to estimate the sequence of geometric transformations required to move skeleton across time or to represent the relative geometry of sub-sets of joints. In the latter category, that is key-pose based descriptors, a set of key-poses is computed and a skeleton sequence is represented in terms of the closest key-poses.

5.1.1. Spatial Descriptors

The simplest attempt to correlate body joints’ locations is probably to consider all the pairwise distances of the 3D joints. Such kind of representation lacks of any temporal information and may result in ambiguous descriptions of the action sequence. Therefore, in [55], body pose is represented by concatenating the distances between all the possible pairs of joints in the current frame, the distances between the joints in the current frame and the ones in the previous frame, the distances between the joints in the current frame and in a neutral pose (computed by averaging the initial skeletons of all the action sequences). Each individual feature value was clustered into one of 5 groups via k-means and replaced with a binary vector to represent each cluster index. Canonical pose descriptors for each action are discovered via a multiple instance learning approach within the logistic regression framework.

In a similar way, [59] employs 3D position differences (and not distances) of joints in the same skeleton, between the 3D joints in the current frame and in the preceding frame, and between the current frame and the initial one. Principal component analysis (PCA) is applied for dimensionality reduction providing a descriptor called EigenJoints. Naive-Bayes-Nearest-Neighbor classifier is used for action classification.

In [102], a skeleton is interpreted as a graph whose edge weights are computed based on pair-wise distances. Further edges are included to link joints of temporally consecutive skeletons. Hence, the whole skeleton sequence is represented as a spatio-temporal graph. A pyramidal representation based on spectral graph wavelet transform (SGWT) [106] is used to capture information about the joints’ trajectories at different scales (in space and time). To deal with the high dimensionality representation, PCA is applied followed by a l2-normalization. Classification is performed by standard SVM.

A further attempt to capture the relations among the joints in a skeleton is that of representing a skeleton sequence by means of its covariance matrix. In this sense, in [100], a sequence of skeletons in a fixed length temporal window is represented by means of a covariance matrix, which encodes information about the shape of the joint probability distribution of the set of random variables. To consider temporal dependences of the 3D joints, a hierarchical representation is adopted: the root node represents the covariance matrix of the entire sequence of skeletons, and lower levels represent the covariance matrices in overlapping fixed length temporal window of decreasing lengths. Computation of the descriptor can be done by dynamic programming while action classification is performed by linear SVM.

We include in this section also methods that try to capture the correlation among joints’ locations through convolutional neural networks. In [98], a HMM is used to model an action. Each action is represented in a similar way as done in [59]. The main difference between this approach and other methods adopting HMM is that in [98] the emission probabilities are replaced by deep neural networks that contain many layers of features. In [107], only the joints corresponding to the right-hand, the left-hand and the pelvis are used to extract features relevant for the actions to recognize. A convolutional neural network classifier, consisting of an alternating sequence of convolution and subsampling layers followed by a neural network, is adopted for classification.

5.1.2. Geometrical Descriptors

The methods in this category attempt to represent a skeleton by means of the geometric relations among different body parts. The geometric features presented in [108] consist of a set of boolean features each one
associated with a quadruple of joints. Given a set of four points, three of them are used to identify a plane; the boolean feature corresponding to the given quadruple assumes value 1 if the fourth point is in front of the plane, otherwise it assumes value 0. This kind of feature allows representing the geometric relations among sets of joints and is robust to spatial variations, global orientation changes and size of the skeleton. In [108], only 31 boolean features are manually identified and used for content-based motion retrieval. Also in [109], joints are considered in quadruples. In this case, two out of the four joints in the quadruple are used to set a coordinate system where one of the points is used as origin, while the most distant point in the quadruple is represented in the new coordinate system as [1,1,1]. The resulting similarity transformation is applied on the remaining two joints, which form a skeletal quad. A skeleton is then represented as a set of skeletal quads. For each class, a Gaussian Mixture model is trained by means of expectation maximization. The parameters of the model are then used to extract Fisher scores [110]. The concatenated scores are used to train a multi-class linear SVM and perform action classification.

More complex is the representation introduced in [34], where the relative 3D geometry between different body parts is explicitly estimated. Given two rigid body parts, their relative geometry can be described by considering a rigid-body transformation (rotation and translation) to align one body part to the other. Such rigid-body geometrical transformation is in the matrix Lie group $SE(3)$ [111]. The skeleton representation is a set of points in $SE(3)$ where each point represents the relative geometric transformation between a pair of body parts. A sequence of skeletons is a curve in the Lie group $SE(3) \times \cdots \times SE(3)$, which is a curved manifold. For classification purposes, each action curve is mapped from $SE(3) \times \cdots \times SE(3)$ to its Lie algebra, which is the tangent space at the identity element of the group. To account for varying duration of the action sequences and temporal warping, dynamic time warping (DTW) is used to align each sequence to a nominal curve. The warped curves are then represented by means of the Fourier temporal pyramid (FTP) proposed in [112], that is by removing the high frequency coefficients. Action classification is performed using FTP and linear one-vs-all SVM classifiers.

Methods such as [105] and [113] attempt to consider the geometric relations between skeleton sequences rather than body parts in the same skeleton. In [105], [114], each action is represented by spatio-temporal motion trajectories of the joints. Trajectories are curves in the Riemannian manifold of open curve shape space, and a dynamic programming-based elastic distance is used to compare them. Classification is performed by KNN on the Riemannian manifold.

The work in [113] proposes a class of integral invariants to describe motion trajectories, and achieves an effective and robust motion trajectory matching. The representation is computed by calculating the line integral of a class of kernel functions at multiple scales along the motion trajectory. The integral invariants have a smoothing effect and are therefore less sensitive to noise without preprocessing the motion trajectory. Two motion trajectories are considered equivalent if and only if there exists a group transformation to map one trajectory onto the other one. Dynamic time warping and nearest neighbor are used for classification purposes.

### 5.1.3. Key-poses based Descriptors

This category includes methods that learn a dictionary/codebook of key-poses and represent an action sequence in terms of these key-poses.

A histogram of motion words has been used as baseline method in [64] where the concatenated 3D joint locations (or their corresponding features) are clustered into K distinctive poses (i.e., motion words) by using K-means. Each action sequence is represented by counting the number of detected motion words. Motion words are detected by assigning each skeleton representation to its closest distinctive pose. The resulting histogram is then normalized by its l1-norm.

The method detailed in [115] groups all poses composing an action into a set of clusters based on the Hausdorff distance. Each of these clusters is defined by a representative element, which is the median element of the cluster of skeletons. The sequence of skeletons is then represented by means of the cumulative frequency occurrences (integral histogram) of the set of representative elements in the sequence. Because integral histograms lack of temporal information about poses, an action is decomposed into time-ordered sub-actions by considering all the possible sub-strings of poses. Given two action sequences, comparison of the two sequences is done by finding the optimal sub-action decompositions that yield the minimum score. The
decomposition is found by dynamic programming and each sub-action is represented by the corresponding integral histogram. The method uses the Bhattacharyya distance to compare different histograms.

The method in [116] divides the body into 4 spatial regions: right arm, right leg, left arm, and left leg. Each body region is represented by a feature vector of 21 dimensions comprising the line-to-line angles between body joints, and the 6 line-to-plane angles. A dictionary of body poses is obtained by standard K-means clustering algorithm. A hierarchical model is trained to represent complex activities as a mixture of simpler actions.

Also the method in [117] employs the idea of using key-poses to represent an action. In particular, a descriptor for the skeletal data similar to that proposed in [118] is adopted in order to obtain a representation robust to orientation changes. The representation consists of the spherical coordinates of joints corresponding to head, elbows and knees with respect to the torso basis. Extremities such as hands and feet are represented by considering the rotations of these body parts with respect to the connected joints. Then, a multi-class SVM is used to detect key poses while a decision forest permits to recognize human gestures from sequences of key-poses.

We also include in this category the work in [58] where a histogram of the locations of 11 manually selected 3D skeleton joints is computed to get a compact body pose representation that is invariant to the use of left and right limbs (Histogram of 3D Joints (HOJ3D)). Linear Discriminant Analysis (LDA) is used to project the histograms and compute the K discrete states of the HMM classifier. These K discrete states may be considered as elements of a key-poses dictionary.

5.2. Mined Joint-based Descriptors

Even if each individual may perform the same action with a different style, in general the required movements involve similar subsets of joints. Detection of the activated subsets of joints can help to discriminate among different action classes. Methods such as [64], [63], [97] focus on mining the subsets of most discriminative joints or consider the correlation of subsets of joints.

The method in [103] models each joint by its location and velocity in a spherical coordinate system, and by the correlation between location and velocity represented as the orthogonal vector to the joint location and velocity. An action is modeled as a set of histograms, each computed over the sequence on a specific feature and joint. A temporal pyramid is used to capture the temporal structure of the action. Partial least squares (PLS) [119] is used to weight the importance of the joints and Kernel-PLS SVM [120] is adopted for classification purposes.

The approach in [121] employs a genetic algorithm to select the joints to represent an action class. In [64], the most informative joints in a temporal window are found by exploiting the relative informativeness of all the joint angles based on their entropy. Under the assumption of Gaussian random variables, the entropy is proportional to the logarithm of the variance. The joint that has the highest variance of angle changes can be defined as the most informative, assuming the joint angle data are independent and identically distributed (i.i.d.) samples from a one-dimensional Gaussian. Therefore, the ordered sequence of the most informative joints (SMIJ) in a full skeletal motion implicitly encodes the temporal dynamics of the motion and is used to represent an action.

The work in [63] groups the estimated joints into five body parts. Contrast mining algorithm [122] in the spatial domain is employed to detect distinctive co-occurring spatial and/or temporal configurations (poses) of body parts. Such co-occurring body-parts (part-sets) form a dictionary. By adopting a bag-of-words approach, an action sequence is represented as an histogram of the detected part-sets and 1-vs-1 intersection kernel SVMs are employed to classify the sequences.

In contrast to the former works, where the mining of interesting parts is performed as a step integrated into the feature representation, in [97] the mining of the most informative body parts is performed by adopting a multiple kernel learning (MKL) [123] method. Body parts are represented as trajectories of difference vectors between the 3D joints. In practice, for each 3D joint, all the difference vectors to the remaining joints are considered. Symlet wavelet transform is applied, and only the first V wavelet coefficients are retained. The effect of applying the wavelet transformation is that of noise and dimensionality reduction of the data. To account for different duration of the action sequences, the time series are interpolated in
order to obtain 128 samples. The final descriptor consists of the concatenation of the first $V$ coefficients of all the 3D joint time series in the skeleton.

The method in [124] adopts a multi-part modeling of the body. The coordinates of each joint are expressed in a local reference system, which is defined at the preceding joint in the chain. Body sub-parts are aligned separately and a modified nearest-neighbor classifier is used to perform action classification by learning the most informative body parts.

5.3. Dynamics-based Descriptors

Methods for 3D skeleton-based action recognition in this category focus on modeling the dynamics of either subsets or all the joints in the skeleton. This can be accomplished by considering linear dynamical systems (LDS) [65], [62] or hidden Markov models (HMM) or mixed approaches [62].

The parameters obtained from the LDS modeling of the skeletal joint trajectories likely describe positions and velocities of the individual joints. In [99], the skeleton is divided in several body parts represented by subsets of joints such to represent the full body, the upper body, the lower body, the left/right arms, the left/right legs, etc.. For each of these body parts, a shape context feature representation is computed by considering the directions of a set of equidistant points sub-sampled over the segments in each body part. The histogram of such direction is then normalized. The skeleton sequence is represented as a set of time series (one for each body part) of features such as position, tangents and shape context features. The time series are further divided into several temporal scales starting from the entire time-series data in a particular sequence to smaller and smaller equal-sized temporal parts. Each individual feature time series is modeled using an LDS and the method learns the corresponding system parameters by performing system identification. The estimated parameters are used to represent the action sequence. Multiple Kernel Learning (MKL) [123] is used to learn a set of optimal weights for each part configuration and temporal extent.

The LTBSVM in [65] describes an action as a collection of time series of 3D locations of the joints. Each action sequence is represented as a linear dynamical system that has produced the 3D joint trajectories. In particular, an autoregressive moving average model is adopted to represent the sequence. The dynamics captured by the ARMA model during an action sequence can be represented by means of the observability matrix, which embeds the parameters of the model. Therefore, two ARMA models can be compared in terms of their finite observability matrix. The subspace spanned by columns of this finite observability matrix corresponds to a point on a Grassmann manifold. Comparison of different models can be performed on the Grassmann manifold by considering the principle angles among the subspaces. Then a Control Tangent (CT) space representing the mean of each class is learned. Each observed sequence is projected on all CTS to form a Local Tangent Bundle (LTB) representation and linear SVM is adopted to perform classification.

In [62], [125], autoregressive models are used to represent the 3D joint trajectories but, in contrast to [65], no system identification is performed to recover the parameters of the AR model. Instead, a set of trajectories of the 3D joints is represented by an Hankel [126], which embeds the observability matrix of the Linear Time Invariant (LTI) system. A subspace distance to compare Hankel matrices is approximated through a dissimilarity score [127]. By means of a sliding window approach, an action is represented as a sequence of Hankels. An HMM allows modeling the transition from one LTI system to another, yielding to a model for switching dynamical systems. Being an Hankel invariant to affine transformation [126], no pre-processing of the data is required.

Another related work is the Dynamic Forest Model (DFM) [128], where a set of autoregressive trees [129] is used. An autoregressive tree is a probabilistic autoregressive tree for time-series data in which each leaf node stores a multivariate normal distribution with a fixed covariance matrix, and the predictive filtering distribution depends on the visited nodes on the tree, representing each one a past observation. Each autoregressive tree is trained separately using bagging. The set of Gaussian posteriors estimated by the forest are used to compute the forest posterior, which can be represented as a multimodal mixture of Gaussians.

We also include in this section the Hierarchical Dirichlet Process-Hidden Markov Model (HDP-HMM) method [130]. This is a non-parametric variant of the HMM where each state has state specific transition
probabilities and the model has an unbounded number of states. The model is trained in a discriminative way and allows action classes to share training examples.

Another related representation is the one proposed in [101], where the body pose is viewed as a continuous and differentiable function of the body joint locations over time. Under this assumption, it is possible to locally approximate such body pose function by means of its second-order Taylor approximation in a window around the current time step. In this way, the local 3D body pose can be completely characterized by means of the current joint locations and differential properties like speed and acceleration of human body joints. An informative descriptor is obtained by concatenating the normalized 3D pose, the first and the second order derivatives estimated in a temporal window of 5 frames. Here, the velocity describes the direction and speed of the 3D joints while the acceleration captures the change in velocity over time. A non-parametric action classification scheme based on K-nearest-neighbors (KNN) and a voting scheme is adopted.

6. Fusing Skeletal Data with other Sensors’ Data

Several other approaches in literature [54], [112], [131], fuse information extracted from several streams: skeletal data, RGB videos, depth maps. Here, we briefly describe these approaches as they are not directly comparable to methods that use only skeletal data.

In general, works using only depth maps tend to describe the human body surface based on statistics of the estimated depth. Li et al. [54] propose to use an action graph where each node is a bag of 3D points that encodes the body pose. Wang et al. [132] treat a 3D action sequence as a 4D shape and a Random Occupancy Patterns (ROP) feature is extracted. Sparse coding is used to encode only the features that contain information useful for classification purposes. In [133], space and times axes are divided in cells and space-time occupancy patterns are computed to represent depth sequences. Oreifej et al. [60] described the depth sequence as histograms of oriented surface normals (HON4D) captured in the 4D volume, based on depth and spatial coordinates.

Rahmani et al. [134] propose to use the Histogram of Oriented Principal Components (HOPC) to capture the local geometric characteristics around each point in the depth map by applying PCA to a volume of data around each point. HOPC is formed by concatenating the projected eigenvectors in decreasing order of their eigenvalues. A pruning process allows retaining only the key-points with the highest quality. Classification is performed by a histogram intersection kernel SVM.

There is also the trend to re-interpret methods that proved to be successful for action recognition from RGB video and that may prove to be useful on depth data. For example, in [135], a spatio-temporal feature for depth maps based on a modified histogram of oriented gradients (HOG) is adopted. Skeletal data are used to detect body parts in the depth map and extract local histogram descriptors. The HOG-based descriptor is combined with the Joint Angles Similarity (JAS), which measures the pairwise similarity of joint angles along the gesture. In [136], an algorithm for extracting spatio-temporal interest points from depth videos (DSTIPs) is presented. The local 3D depth cuboid Similarity Feature (DCSF) is extracted around each DSTIPs. Such descriptor encodes the spatio-temporal shape of the 3D cuboid by measuring the similarity of sub-blocks composing the 3D cuboids.

Other works use the skeletal data to detect body parts and extract local features from the depth map or RGB video. In [112], depth data and the estimated 3D joint positions are used to compute the local occupancy pattern (LOP) feature, that is depth statistics around joints in the skeleton. Fourier Temporal Pyramid is used to capture the temporal structure of the action. The set of features computed for a skeleton is called actionlet. Data mining techniques are used to discover the most discriminative actionlets. Finally, a multiple kernel learning approach is used to weight the actionlets. Sung et al. [131] combined RGB, depth and hand positions, body pose and motion features extracted from skeleton joints. HOG is used to describe both RGB and depth images. Then, a two-layer maximum-entropy Markov model is adopted for classification. In [137], the authors propose to fuse skeleton information and STIPS based features by a random forest. A random forest is trained to perform feature fusion, selection, and action classification altogether.

In [104], both skeletal and silhouette-based features are combined to account for body pose estimation errors. The silhouette is obtained by background suppression and its shape by considering the boundary of
the silhouette itself. Then a histogram of the shape is computed by adopting a radial schema centered on the silhouette. The final descriptor is obtained by combining the two features. A bag of words approach is adopted to represent the human body pose in terms of a codebook of key poses. Dynamic time warping and the nearest neighbor classifier are adopted for classification purposes.

The method in [139], focuses on human activity recognition in sequences of RGB-D data. The method fuses shape and motion information. Shape features are used to describe the 3D silhouette structure and are extracted from the depth map using spherical harmonics representation. Motion features are used to describe the movement of the human body and are extracted from the estimated 3D joint positions. In particular, the method uses only four distal limb segments of the human body to describe the motion: left and right lower arm parts, and left and right lower leg parts. Each distal limb segment is described by the orientation and translation distance with respect to the initial frame. Multiple Kernel Learning (MKL) technique is then used to produce an optimal kernel matrix within the SVM classification framework.

In [140] action alignment and classification are solved together by means of maximum margin temporal warping (MMTW), which learns temporal action alignment for max-margin classification. The problem is formulated as a latent support vector machine where a phantom action template for representing an action class is learnt. Multiple features are used to represent an action: skeletal data are represented as in [112], depth data are represented as in [89] while RGB data are represented by means of HOG and HOF. All the descriptors are concatenated together.

Finally, we consider works that attempt to obtain a reliable action/activity recognition by fusing features extracted from depth/skeletal data and accelerometer measurements from wearable inertial sensors. The method in [141] adopts a motion descriptor (similar to the motion history image in [112]) extracted from depth maps and acceleration statistics such as mean, variance, standard deviation and root mean square over a temporal window. Dempster-Shafer theory is used to combine the classification outcomes from two classifiers, each corresponding to one sensor typology. In [143], an inertial sensor and a depth camera are used to monitor food intake gestures (such as fine cutting, loading food, and maneuvering the food to the mouth). Position and displacement of body parts (wrist, elbow, and shoulder) are estimated from depth data and combined with the accelerations measured by wearable inertial sensors. In a similar way, in [144] and in [145], measurements from accelerometers and skeletal data are concatenated and used to classify various activities. In particular, in [144] the concatenated features are used as the input to an ensemble of binary neural network classifiers; in [145], a Hidden Markov Model (HMM) classifier over the observed concatenated features was used for hand gesture recognition.

The joint use of skeletal data and accelerometer measurements may prove very useful for assistive and/or health monitoring technologies. However, even if in principle methods adopting also inertial sensors may boost the accuracy values in action classification, wearable sensors may be unavailable or unreliable in other domains. We note that, among all the datasets described in Section 7, only the Berkeley Multimodal Human Action Database (MHAD) [148] provides accelerometer measurements.

7. Datasets and validation Protocol

Table 2 summarizes the main characteristics of the most commonly used datasets in skeleton-based action classification. The table reports: reference to the paper introducing the dataset, number of action classes, number of sequences in the dataset, number of subjects performing the actions, the presence (N=No, Y=Yes) of RGB, depth and skeletal data, suggested validation protocol. The validation protocols are described in Table 3. The number in the skeleton column indicates the number of joints in the skeleton. These benchmarks are designed for segmented action classification and, in general, each action starts and ends in a neutral pose. In the following, we briefly describe each of these datasets. As this survey is about 3D skeleton-based action classification, we mainly focus on datasets providing skeletal data. Therefore, the table does not include datasets such as Hollywood 3D [146], which provides only depth data, or Human3.6M [147] which
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http://vision.imar.ro/human3.6m/description.php
is providing an impressive mole of data with the main goal of testing body pose estimation methods. These data are not meant to test action classification approaches.

As Table 2 shows, there are huge variations in the datasets in terms of number of actions, number of subjects involved in the data collection and number of sequences. Some datasets may be inappropriate for methods requiring learning of the parameters of complex models because of the small number of available samples.

7.1. UCF

The UCF dataset [55] provides only skeletal data. It provides the skeleton (15 joints) data for 16 actions performed 5 times by 16 individuals (13 males and 3 females, all ranging between ages 20 to 35). The action samples are in total 1280 with a temporal duration that ranges in [27, 229], and an average length of $66 \pm 34$ frames. The actions in this dataset are: balance, climb ladder, climb up, hop, kick, leap, punch, run, step back, step front, step left, step right, twist left, twist right, vault. The suggested validation protocol in [55] is based on a 4-folds cross-validation (4F-CV) that is 1/4 of the sequences is used for test and the remaining for training. However, other protocols have been adopted in literature.

7.2. MHAD

The Berkeley Multimodal Human Action Database (MHAD) [58] contains data from a motion capture system, stereo cameras, depth sensors, accelerometers, and microphones. It provides about 660 motion sequences of 11 actions performed 5 times by 12 actors. The actions are: jumping in place, jumping jacks, bending, punching, waving two hands, waving right hand, clapping throwing a ball, sit down and stand up, sit down, stand up. The subjects were instructed on the action to perform; however no specific details were given on how the action should be executed (i.e., performance style or speed). The Mo-Cap data include 3D position of 43 LED markers, which have been processed to get skeletal data of 30 joints. In [58], cross-subjects validation (CS-V) is adopted, where the action sequences of the first 7 subjects are used for training, and the sequences of the last 5 subjects are used in test.

7.3. MSRA3D

The MSRA3D dataset [54] provides both skeletal and depth data. In particular, the dataset provides the skeleton (20 joints) for 20 actions performed 2-3 times by 10 subjects. It provides both 3D world coordinates and screen coordinates plus depth of the detected skeleton joints. The dataset contains skeleton sequences of the following actions: high arm wave, horizontal arm wave, hammer, hand catch, forward punch, high throw, draw x, draw tick, draw circle, hand clap, two hand wave, side-boxing, bend, forward kick, side kick, jogging, tennis swing, tennis serve, golf swing, pickup and throw. The subjects face the camera, and the actions cover various movements of arms, legs, torso and their combinations. If an action is performed by a single arm or leg, the subjects were advised to use their right arm or leg.

The lengths of the 567 available sequences ranges in [13, 76] with an average value of 39.6 ± 10. There are several validation protocols adopted with this dataset. In Protocol 1, a cross-subject validation over the entire set of classes is performed. This is an interesting kind of evaluation, due to the high number of classes in the dataset, but presents several challenges due to the small number of available sequences for training and the high inter-subjects variability. The validation protocol is described on the authors’ website: 10 sequences have been filtered out because of the excessive noise on the skeletons; the subject splitting of the data in training and test set is as follows: subjects 1, 3, 5, 7, and 9 for training, the others in test (HS-V protocol).

The second kind of validation protocol splits the actions into 3 overlapping sub-sets of 8 classes each one. The first action set (AS1) includes the actions horizontal arm wave, hammer, forward punch, high throw, hand clap, bend, tennis serve, pick up & throw. The second action set (AS2) includes high arm wave,
hand catch, draw x, draw tick, draw circle, two hand wave, forward kick, side boxing. The third action set (AS3) includes high throw, forward kick, side kick, jogging, tennis swing, tennis serve, golf swing, pickup & throw. AS1 and AS2 group actions that require similar movements, while AS3 groups more complex actions. Test on these subsets is done with different kind of data splitting. In Protocol 2, a 3-fold cross-validation is adopted with 1/3 of the data used for testing the models and 2/3 for training purposes (3F-1:2). In Protocol 3, a 3-fold cross-validation is adopted with 2/3 of the data used for testing the models and 1/3 for training the models (3F-2:1). In Protocol 4, the most widely adopted, cross-subject validation with subjects 1, 3, 5, 7, and 9 for training, the others for test (HS-V protocol) is adopted.

The main challenge of this dataset is data corruption. Some sequences are very noisy and in some papers [100], corrupted sequences have been removed from the dataset. In other works, [64], [99], some classes are totally ignored. Some works, such as [102], [65], adopt a different splitting of the subjects. Because of all these different expedients, comparison over this dataset is difficult and may be confusing. We refer to [149] for further discussion of these issues.

7.4. UTKA

The UTKA dataset [58] provides RGB, depth and skeletal data. The dataset provides the skeleton (20 joints) for 10 actions performed twice by 10 subjects. The actions are: walk, sit down, stand up, pick up, carry, throw, push, pull, wave and clap hands. The dataset comprises 195 sequences. The lengths of the skeleton sequence ranges in [5, 170] with an average value of 30.5 ± 20 frames. Experiments in [58] are performed in leave-one-out cross-validation (LOOCV) on a subset of manually selected joints head, L/ R elbow, L/ R hands, L/ R knee, L/ R feet, hip center and L/ R hip. In this dataset, one of the subject is left-handed and there is a significant variation among different realizations of the same action: some actors pick up objects with one hand, while others pick up the objects with both hands. The individuals can toss an object with either their right or left arm, producing different trajectories. Finally, actions have been taken from different views and, therefore, the body orientation varies.

7.5. MSR Daily Activity 3D

The MSR Daily Activity 3D dataset [112] comprises 16 activities: drink, eat, read book, call cellphone, write on a paper, use laptop, use vacuum cleaner, cheer up, sit still, toss paper, play game, lie down on sofa, walk, play guitar, stand up, sit down. Actions are performed twice by 10 different subjects: once in standing position, and once in sitting position. The dataset provides depth maps, skeleton joint positions (20 joints), and RGB video of 320 gesture samples. In some cases, in each frame more than a skeleton is detected. The authors of [112] suggest to use the first detected skeleton. Joint locations is represented both in terms of real world coordinate and normalized screen coordinates plus depth. The suggested protocol is cross-subject validation (HS-V) where subjects 1, 3, 5, 7, and 9 are used for training, the others in test.

7.6. Further benchmarks

Other datasets that have been sometimes used in literature are the Cornell Activity dataset (CAD)-120 dataset and the Cornell Activity dataset (CAD)-60 dataset, which are composed of a very limited number of sequences.

The Cornell Activity dataset (CAD)-120 dataset [150] provides 120 RGB-D videos of 10 long daily activities: making cereal, taking medicine, stacking objects, unstacking objects, microwaving food, picking objects, cleaning objects, taking food, arranging objects, having a meal. Each activity may be composed of 10 different (labeled) sub-activities: reaching, moving, pouring, eating, drinking, opening, placing, closing, scrubbing, null. The activities have been performed by 4 subjects (one left-handed). The subjects were only given a high-level description of the task, and were asked to perform the activities multiple times with different objects. They performed the activities through a long sequence of sub-activities, which varied from
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subject to subject significantly in terms of length of the sub-activities, order of the sub-activities as well as in the way they executed the task.

The camera was mounted so that the subject was in view (although the subject may not be facing the camera), but often there were significant occlusions of the body parts.

The Cornell Activity dataset (CAD)-60 dataset [150] contains 60 RGB-D videos representing 12 activities: rinsing mouth, brushing teeth, wearing contact lens, talking on the phone, drinking water, opening pill container, cooking (chopping), cooking (stirring), talking on couch, relaxing on couch, writing on whiteboard, working on computer. The activities were performed by 4 different subjects in 5 different environments: office, kitchen, bedroom, bathroom, and living room. One of the subject is left-handed. When collecting the data, the subjects were given basic instructions on how to carry out the activity.

Validation protocols comprise cross subject analysis (that means leave-one-subject-out cross-validation) and in 2-fold cross validation where half of the data were used to train and the other half to test independently on the subject performing the activity. Data have been mirrored to train action models for both right and left handed subjects.

Another publicly available dataset is the Composable Activities dataset [116]. This dataset consists of 693 videos of activities in 16 classes performed by 14 actors. Each activity in the dataset is composed by a number of atomic actions. The total number of actions in the videos is 26. The number of actions in each activity ranges between 3 to 11. Up to date, we did not find other works adopting this dataset.

For completeness, we also report about the Microsoft Research Cambridge-12 (MSRC-12) Kinect gesture [151] dataset. This dataset provides only the skeletons (20 joints) for 12 different actions performed by 30 people. The actions were performed based on different sets of instructions (descriptive text, images, videos or their combinations). Each of the 594 sequences contains multiple repetitions of the same gestures for a total of 6,243 samples.

The gestures can be categorized into two categories: Iconic gestures, which imbue a correspondence between the gesture and the reference, and Metaphoric gestures, which represent an abstract concept. The six iconic gestures in the dataset are: Duck (crouch/hide), Goggles (Put on night vision goggles), Shoot, Throw, Change weapon, and Kick. The six metaphoric gestures in this dataset are: lift outstretched arms (Start System/Music/Raise Volume), Push right (Navigate to next menu / move arm right), Wind it up, Bow (Take a Bow to end music session), Had enough (Protest the music), Beat both (Move up the tempo of the song / beat both arms).

The dataset has been conceived for action localization in the videos rather than for segmented action classification. Therefore the annotation consists of the timestamp when the action can be detected, but no information about the duration of the action is provided. However, in [150], further annotation for classification purposes (the segmented actions) is provided and made publicly available [13]. Based on such annotation, the length of each sequence ranges in [14, 493] with an average length of $85 \pm 31$ frames. The validation protocols in [151] are leave-one-out cross-subject validation (CS-LOOCV), 50% subject split (HS-V), 3 folds cross-validation (1/3 to test and 2/3 to train, but also 2/3 to test and 1/3 to train). We believe that the annotation provided along with the dataset might have been used in different ways by works focusing on segmented action datasets, and it is unclear if the performance of such papers are comparable.

8. Comparison of Methods at the State of the Art

In this section we discuss the performance of the reviewed methods in 3D skeleton-based action classification. First, we make clear how the performance of each method is evaluated; later, we focus on methods that report experimental results on the most adopted datasets described in Sec. 7. We compare and discuss the results reported in literature from the point of view of the categorization introduced in Sec. 5. We also highlight the kind of classification framework used together with the proposed action representation to
Table 2. The most commonly used datasets for Skeleton-based Action Recognition. *After removing 10 noisy sequences as suggested in [112].

<table>
<thead>
<tr>
<th>Ref.</th>
<th>Classes</th>
<th>Seq.</th>
<th>NS</th>
<th>RGB</th>
<th>Depth</th>
<th>Skel.</th>
<th>EP</th>
</tr>
</thead>
<tbody>
<tr>
<td>UCF</td>
<td>[55]</td>
<td>16</td>
<td>1,280</td>
<td>N</td>
<td>N</td>
<td>Y(15)</td>
<td>4-folds CV</td>
</tr>
<tr>
<td>MHAD</td>
<td>[148]</td>
<td>11</td>
<td>660</td>
<td>12</td>
<td>Y</td>
<td>Y(30)</td>
<td>CS-V</td>
</tr>
<tr>
<td>MSRA 3D</td>
<td>[112]</td>
<td>20</td>
<td>557*</td>
<td>10</td>
<td>N</td>
<td>Y(20)</td>
<td>HS-V(P1, P4), 3F-1:2 (P2), 3F-2:1(P3)</td>
</tr>
<tr>
<td>MSRDA</td>
<td>[112]</td>
<td>16</td>
<td>320</td>
<td>16</td>
<td>Y</td>
<td>Y(20)</td>
<td>HS-V</td>
</tr>
<tr>
<td>UTKA</td>
<td>[58]</td>
<td>10</td>
<td>195</td>
<td>10</td>
<td>Y</td>
<td>Y(20)</td>
<td>LOOCV</td>
</tr>
</tbody>
</table>

Table 3. The most commonly adopted validation protocols.

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>LOOCV</td>
<td>leave-one-out cross-validation (one sequence to test, the rest for training)</td>
</tr>
<tr>
<td>CS-LOOCV</td>
<td>cross-subjects leave-one-out cross-validation (one subject to test, the rest for training)</td>
</tr>
<tr>
<td>4F-CV</td>
<td>4 folds cross-validation (1/4 of the data to test, 3/4 for training)</td>
</tr>
<tr>
<td>3F-1:2</td>
<td>3 folds cross-validation (1/3 of the data to test, 2/3 for training)</td>
</tr>
<tr>
<td>3F-2:1</td>
<td>3 folds cross-validation (2/3 of the data to test, 1/3 for training)</td>
</tr>
<tr>
<td>HS-V</td>
<td>half subjects to test, the rest for training</td>
</tr>
<tr>
<td>CS-V</td>
<td>some subjects to test, the rest for training</td>
</tr>
</tbody>
</table>

8.1. Performance evaluation - accuracy in classification

The most commonly used approach for measuring the performance of a classification method is the average accuracy value, which is defined as the number of correctly classified sequences over the total number of sequences to classify. This accuracy value is averaged over several runs, especially in case of cross-validation or multiple runs with random initialization of the model parameters. The average accuracy value is equal to the average per-class accuracy value in case of balanced datasets, that is in dataset where the same number of samples is given for each class. Several insights can be gathered by the average per-class accuracy value that measures the proportion of correctly classified sequence within a class. Common practice is to present a confusion matrix that reports the per-class accuracy values along the main diagonal, and the per-class proportion of misclassified sequences in the extra-diagonal elements. Here, we only report the average accuracy value attained by each method on equal terms of validation protocol unless differently specified.

8.2. Datasets included in the comparison

Most of the methods at the state of the art reports accuracy values on no more than 2 datasets. The most used benchmarks are the UTKA, UCF, MSRA-3D, MHAD and MSRDA datasets. Among all these benchmarks, we note that MHAD is the only one providing Mo-Cap data, while UCF provides skeletons of 15 joints estimated from depth maps. The rest of the datasets provide skeletons of 20 joints estimated from depth maps (see Table 2 for details on the main characteristics of each dataset).

We are not reporting results on CAD-60 and CAD-120, which have a smaller number of sequences compared to the other datasets and have been less commonly adopted. We do not report results on the MSRC-12 dataset as well. Indeed different validation protocols have been applied when testing on the MSRC-12 dataset, and it is unclear how comparable these accuracy values are.

We also note that different validation protocols have been used when testing on the MSRA-3D datasets. It is already known that the choice of the validation protocol affects the reported accuracy values on the MSRA-3D dataset [149]. Hence, when reporting accuracy values on this dataset, we have highlighted whether a validation protocol different than the one proposed by the authors of [53] has been adopted.
8.3. Discussion

We have collected in Table 4 the accuracy values reported by methods at the state of the art on UCF, MHAD, MSRDA, UTKA and MSRA-3D. In this table, results on the MSRA-3D dataset are obtained by applying the protocol P1, that is, all action classes are used in the experiments. In Tables 5 and 6 we report the accuracy values on the MSRA-3D dataset when using the protocols described in Section 7.3 on different subsets of the action classes (protocols P2, P3 and P4).

The structure of the tables reflects the categorization we have proposed in Section 5. In particular, the first column of each table indicates the category to which the method belongs to: Spatial descriptors (S), Geometric descriptors (G), Key-pose based descriptors (K), Mined joints based descriptors (M), and finally Dynamics-based descriptors (D).

Some methods such as [137], [112], [104] propose to use hybrid features where skeletal data and information extracted from depth maps and/or RGB video are jointly used for classifying the action sequence. Whenever available, we report the performance of these methods when adopting only skeletal data. We highlight this eventuality by adding (S) near the reference in the second column. In the third column we indicate the adopted classification framework.

Among the works reported in this survey, the highest accuracy values are obtained on the MHAD dataset (up to 100% by [99]). We believe that this is ascribable to the fact that Mo-Cap-based skeleton sequences are less noisy than the one estimated from depth maps and provided with the other datasets.

The second dataset where the highest accuracy values are reported is the UCF dataset (up to 99.2% by [114]), which provides an higher number of sequences for training the models and only moderately corrupted skeleton sequences.

On the MSRA-3D dataset, performance of most of the reported results is comparable (up to 91.5% by [103]). The comparison of results in Tables 5 and 6 highlights how the validation protocol can impact on the reported performance. Moreover, P4 is a cross-subjects validation protocol, which is the most suitable kind of validation for the problem at hand.

We note that MSRA-3D and MSRDA datasets have the most corrupted skeleton sequences. Fig. 4 shows some few examples of corrupted skeletons in the MSRA-3D dataset. The image is meant to give an idea of the level of corruption of the skeletal data. Due to failures of the skeleton tracking algorithm, in some sequences of the class Pickup & Throw the skeleton is missing (or it reduces to a point) as shown in the last image of Fig. 4.

Similar failures/corrupted data are also present in the MSRDA dataset, where the best accuracy value is of about 73.1% and is achieved by [103]. The excessive noise may have contributed to the low accuracy.
values achieved with skeleton-based action descriptors on the MSRDA dataset. We also note that the actions in the MSRDA are more complex than the ones in the other datasets and in general they require interactions with objects in the scene. Such kind of interactions are difficult to model/detect from skeletal data.

Unfortunately, the use of different benchmarks and protocols in experiments makes challenging to state which are the best methods. The datasets employed in all the reviewed works present also different characteristics and therefore each method has its own merits in dealing with the specific challenges in a dataset rather than in the other. Looking at the categories of methods, among the works adopting spatial descriptors (S), the most competitive seems to be the work in [102], where a skeleton sequence is represented as a spatio-temporal graph and wavelet-based features allow to account for different spatio-temporal scales. Even if the method achieves the highest accuracy value among the works adopting spatial descriptors on the UCF dataset, experiments on the MSRA-3D dataset have been performed with a different validation protocol and hence the comparison remains unclear.

Among the methods in Table 4 that adopt geometric descriptors, the best accuracy value on the UTKA dataset is of 97.08% and has been reported by [34] (this is also the best accuracy value obtained on the UTKA dataset in general). We recall from our discussion in Sec. 5 that in [34], the relative 3D geometry between different body parts is explicitly estimated and a sequence of skeletons is a curve in the Lie group manifold. The curves are further represented by means of the Fourier temporal pyramid (FTP). This suggests that the method might have a high computational complexity.

We believe that, in general, geometric descriptors look very promising even if more validation on other benchmarks are necessary to confirm this intuition.

Most of the mined-joint based descriptors have been tested on the MSRDA dataset. This is probably due to the nature of the sequences in the dataset: by learning the subsets of joints more relevant to an action it might be easier to discriminate among different interactions with the objects in the scene. Among these works, the most promising is probably [103] where an action is modeled as a set of histograms, each computed over the sequence on a specific feature and body joint; partial least squares is used to weight the importance of the joints.

As for the dynamics-based descriptors, all the reviewed methods have comparable performance. These methods look promising in that they are very competitive with the methods in the other categories across different datasets. Moreover, even if tested only on the 3D trajectories of the body joints, all these methods are general and might be applied on more complex 3D action representation, such as geometric descriptors of the skeleton sequences.

8.4. Action classification framework

As shown in Tables 4, 5 and 6, most of the methods at the state of the art adopt discriminative approaches such as SVM or some variants to solve the 3D skeleton-based action classification [34], [103], [99]. Only few methods adopt generative models such as [116] and [58]. In particular, standard hidden Markov Model (HMM) is applied in [58], [98].

Discriminative learning of generative models is presented in [130] (Hierarchical Dirichlet Process-Hidden Markov Model - HDP-HMM) and [62] (discriminative HMM - dHMM). Logistic regression is applied in [55], while a random forest is used in [137].

Several other methods apply non parametric methods such as nearest neighbor (NN) [104], K-NN [105], or simple variants to improve the classification accuracy value [101], [124], [59].

Dynamic time warping (DTW) is adopted in [34], [104] while a dynamic programming (DP) based distance is applied in [105].

Overall, the tables seem to confirm that on this kind of data and for the problem of 3D skeleton-based action classification, discriminative approaches outperform the generative ones.

Furthermore, we note that, in contrast to most of the above cited works, [97] tackles with a different and original problem, which is the detection of concurrent actions.

8.5. Latency in action recognition

Finally, we note that [55] proposes an alternative evaluation protocol for skeleton-based action classification based on recognition latency. This validation protocol attempts to measure how many frames are
required to recognize an action, and it consists in measuring the accuracy in classification when partially observed action sequences are available. In particular, the accuracy values are measured considering temporal windows of increasing duration.

A few other works [135], [114], [65] have adopted this other validation protocol. Table 7 reports and compares the analyses conducted in these papers on the UCF dataset. In the table, columns indicate the length of the observed temporal window. We note that it is unclear if this evaluation can be comparable across datasets because of the following reasons: (1) there may be huge variations in the length of the action sequences, especially across classes. Hence, sequences in some classes may be fully observable after N frames, while sequences in the remaining classes are not; (2) it is unclear how the frame rate in data acquisition can impact on such kind of analysis across different benchmarks. A solution to the first issue might be to consider percentages of observed frames rather than absolute values of the number of observed frames. We further note that such kind of evaluation may pose some challenges for works such as [102], [99], [103], [100], which use a pyramidal approach and need to see the whole sequence for recognizing the action.

9. Conclusions and Future Directions

In the past few years, thanks to the diffusion of cheap depth cameras and the recent success of works on skeleton estimation and tracking from depth maps, we have assisted to a proliferation of works on human
Table 6. Performance on the MSRA3D using protocol P4. (S) indicates that the performance refers to skeletal data adoption but the cited work reports also performance on hybrid representation. ***Different splitting of the subjects.

<table>
<thead>
<tr>
<th>Cat.</th>
<th>Methods</th>
<th>Classifier</th>
<th>AS 1 P4</th>
<th>AS 2 P4</th>
<th>AS 3 P4</th>
</tr>
</thead>
<tbody>
<tr>
<td>S</td>
<td>NBNN</td>
<td>74.5%</td>
<td>76.1%</td>
<td>96.4%</td>
<td></td>
</tr>
<tr>
<td>S</td>
<td>SVM</td>
<td>88.4%</td>
<td>91.6%</td>
<td>100%</td>
<td></td>
</tr>
<tr>
<td>S</td>
<td>DTW+NN</td>
<td>88.83%</td>
<td>85.01%</td>
<td>94.22%</td>
<td></td>
</tr>
<tr>
<td>G</td>
<td>DP+KNN</td>
<td>90.1%</td>
<td>90.6%</td>
<td>97.6%</td>
<td></td>
</tr>
<tr>
<td>G</td>
<td>DTW+SVM</td>
<td>95.29%</td>
<td>83.87%</td>
<td>98.22%</td>
<td></td>
</tr>
<tr>
<td>G</td>
<td>SVM</td>
<td>88.04%</td>
<td>89.29%</td>
<td>94.29%</td>
<td></td>
</tr>
<tr>
<td>G</td>
<td>SVM+RF</td>
<td>96%</td>
<td>57.1%</td>
<td>97.3%</td>
<td></td>
</tr>
<tr>
<td>G</td>
<td>SVM</td>
<td>86.39%</td>
<td>86.61%</td>
<td>94.59%</td>
<td></td>
</tr>
<tr>
<td>K</td>
<td>sHMM</td>
<td>87.98%</td>
<td>85.48%</td>
<td>63.46%</td>
<td></td>
</tr>
<tr>
<td>D</td>
<td>dHMM</td>
<td>90.29%</td>
<td>95.15%</td>
<td>93.29%</td>
<td></td>
</tr>
</tbody>
</table>

Table 7. Latency-based analysis on the UCF dataset (average classification accuracy value in %). The number on each column indicates the number of observed frames.

<table>
<thead>
<tr>
<th>Cat.</th>
<th>Methods</th>
<th>Classifier</th>
<th>10</th>
<th>15</th>
<th>20</th>
<th>25</th>
<th>30</th>
<th>40</th>
<th>45</th>
<th>50</th>
<th>55</th>
<th>60</th>
</tr>
</thead>
<tbody>
<tr>
<td>S</td>
<td>Log. Regr.</td>
<td>13.91</td>
<td>36.95</td>
<td>64.77</td>
<td>81.56</td>
<td>90.55</td>
<td>90.36</td>
<td>95.16</td>
<td>95.78</td>
<td>96.1</td>
<td>96.84</td>
<td>95.94</td>
</tr>
<tr>
<td>S</td>
<td>SVM</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>47.63</td>
<td>72.75</td>
<td>86.54</td>
<td>–</td>
<td>96.05</td>
<td>96.05</td>
<td>96.84</td>
<td>97.07</td>
</tr>
<tr>
<td>G</td>
<td>DP+KNN</td>
<td>30.5</td>
<td>60.9</td>
<td>79.9</td>
<td>91.1</td>
<td>92.1</td>
<td>92.8</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>99.2</td>
<td></td>
</tr>
<tr>
<td>D</td>
<td>SVM</td>
<td>21.87</td>
<td>49.37</td>
<td>74.37</td>
<td>86.87</td>
<td>92.08</td>
<td>97.29</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>97.91</td>
<td></td>
</tr>
</tbody>
</table>

action recognition from skeleton sequences. This survey has summarized the main technologies (hardware and software) necessary to put in place a system for 3D skeleton-based action classification that solve the problem of inferring the kind of action performed by a subject given in input a time series of 3D skeletons. From the analysis of a large portion of the relevant literature, we have highlighted the common practice of adopting data normalization techniques to account for different camera setting and biometric differences. We have also pointed out how some of the methods for skeleton normalization are related to a broader set of techniques for motion retargeting.

In this survey, we have reviewed several publicly available benchmarks for 3D action classification. Based on our analyses, we noted that the most adopted datasets for skeleton-based action classification are the UCF, MHAD, MSRDA, UTKA and MSRA-3D datasets. Such benchmarks show very different characteristics not only in terms of data acquisition technology (i.e., Mo-Cap vs. depth cameras), but also in terms of kind of collected data (for example, different number of body joints in the skeletons, availability of depth/RGB data, etc.) and action classes (i.e., complexity of the actions and number of classes). We have also observed that the skeletal data are corrupted by different levels of noise across the datasets and we show examples of corrupted skeletons.

Based on our analysis, the overall impression is that most of the benchmarks in literature are too small for appropriate training of complex models, and this aspect may affect the results reported in literature. We believe that, despite the number of publicly available datasets, there is still a lack of consolidated benchmarks and best practices in the adoption of suitable evaluation protocols, and a more exhaustive and wider dataset of 3D skeletal data for action classification is still missing. In fact, most of the datasets we have reviewed deals with simple actions, with the only exception of the MSRDA dataset. Moving towards more natural action recognition as well as spontaneous action recognition given skeleton data might be an interesting future direction. Considering the purposes of 3D action classification, we feel that the most suitable validation protocols should be based on cross-subject validation, especially when non-parametric approaches such as KNN are used. This would allow for testing how much an action descriptor can be robust to inter-subjects variations.

This survey also proposes a categorization of the skeleton-based action representation techniques according to the kind of information extracted from the skeleton sequences. In our categorization, the methods at
the state of the art are classified in: joint-based representations, that include methods that try to capture the correlation among body joint locations in an action; mined-joint based descriptors, that try to learn which subsets of body joints is more informative to discriminate a given action from the other ones; dynamics-based descriptors, that take advantage of the way 3D body joint locations move across time, and model an action as a set of 3D trajectories.

We have further grouped the joint-based representations into: spatial descriptors, that extract spatial features (such as distances, angles or covariance matrices) from the set of joints in a skeleton, in some cases considering also the temporal extent of the action; geometric descriptors, that model – more or less explicitly – the relative position of different body parts in the skeleton; key-pose based descriptors, that learn a dictionary of informative pose representations and describe an action in terms of the estimated key-poses.

By the analysis of the reviewed work, we have found that very different (sometimes even arbitrary) validation protocols have been used when testing the methods making more difficult the comparison of different approaches. Nonetheless the variations in the adopted protocols, benchmarks and classification frameworks have made difficult the comparison among different approaches, overall the impression is that the most convenient and informative approaches fall in the categories of geometric and dynamics-based descriptors. Therefore, methods mixing the two approaches may help to obtain even higher accuracy values in classification in future works.

Despite the significant efforts and recent progress in skeleton-based action classification, there are still some issues that have not been completely addressed in the general case. For example, many methods do not explicitly account for commonalities and movement sharing among action classes. Instead it is natural to think about an action as a sequence of atomic movements that might be shared among different classes. As an example, in the MSRA-3D dataset, the action Bend is mostly a sub-action of the action Pickup & Throw. This example also reflects the lack of a generally accepted definition of action in comparison to activity (that might be possibly defined as a composition of actions).

Another issue that seems to be ignored by most of the reviewed methods, especially the one using pyramidal approaches and holistic descriptors, is that actions can be performed with a different number of repetitions of atomic movements. For example, in the action Waving hands, the hands can be waved several times; considering this issue in the action representation might possibly mitigate the problem.

Another direction to investigate might be the recognition of concurrent actions as proposed in [97], which could help human behavior understanding in collaborative tasks. The problem here is not only that of recognizing which actions are performed by a group of subjects, but also which actions are socially correlated, by recognizing groups of socially engaged subjects.

Finally, in this survey we focused only on segmented action classification. However, it is unclear on what extent some of the reviewed action representations might be adopted in online action recognition and action detection frameworks. As an example, methods involving wavelets decompositions, pyramidal approaches or holistic descriptors may result in higher computational complexity when adopted in a framework for action localization.

In conclusion, we believe that reasoning on skeletal data offers a very convenient opportunity to study well-established frameworks and to extend our understanding about human action recognition. Such kind of studies could greatly enhance both gaming applications and human-computer interaction [152]. In this sense, online learning of subject-specialized models and/or adaptation of prior models to subjects could be extremely helpful to improve specific visual human-computer interface.
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